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ABSTRACT- Making life easier, safer and efficient has been always a constant thrust of innovative minds. From healthcare and 

homecare, to military use and emergency response, robots are fast becoming a fixture in our lives. When it comes to the development 

of an autonomous robot, the first step is to study the methods for developing one. A robot consists of sensors to perceive the 

environment and the own movement, on-board computers, and actuators for vehicle control.  The Kinect sensor is an advanced 

computer vision component with a variety of useful features that makes it suitable as the vision system for an autonomous robot. In 

this paper, the approach taken for the development of the autonomous robot is discussed. 

Keywords: Robotics, 3D Sensing, Depth vision, Autonomous companion, Kinect, Human Recognition, neural network 

INTRODUCTION 

Innovative ideas along with sophisticated new technologies has been always a boost to mankind in developing new and 

improved systems to reduce human effort in day to day life making life easier at every point. At our present world, Shopping centers 

have grown up into one of the busiest business points where anything and everything is available. People gather up at such easy shop 

away spots for convenience but most of the time it is observed customers struggles to carry around their chosen products and have to 

face long queues just to get billed for the products chosen. It is in one such situation, an innovative mind thought about a robot to 

assist the customer in shopping. The thought, along with the desire to realize it was the starting point of this project. His quest for 

implementing the project led to Microsoft Kinect which was the stepping stone to Autonomous Robotic companion. 

 A robotic companion, with ability of user, voice and gesture recognition, capable of accompanying you wherever you move, 

avoiding all obstacles that hinders its path. It sounds like a science fiction movie, but that is exactly what our project aims to achieve. 

When I say user recognition, the robot should be able to identify you when you come in front of the robot. And it should be able to 

recognize you as the primary user. The ability to understand what you are saying and replying back accordingly will make the robot to 

be a friend to you when you are alone at home. With the wave of your hand or with a voice command, the robot should follow your 

instructions. When guests are at home, a robot assisting you to carry the tray for you, instead of you going back and forth will surely 

catch the attention. When you want to shop online, it would add to your confidence if you can see exactly how the dress will look on 

you. The robot can act as a virtual trial room for you. Or may be in a retail shop, you need not wait for the trial room to be free. The 

robotic companion can be your shopping companion to carry the items when you are going for your routine grocery shopping. 

 

An autonomous robotic companion is a good solution for a whole class of problems for the elderly too: a robotic butler that 

helps on carrying heavy objects; a robotic assistant to remind the time to take medicine; an automatic walking aid that should support 

elderly people and so on. 
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LITERATURE SURVEY 

For developing an autonomous robotic system, the sensory perception of the robot and the kinematics for the robot movement are two 

important factors. The environment, in which the robot moves, has to be perceived accurately for the efficient utilization of the robot 

and to avoid any mishap. A robot which can be used as a companion for a human requires the robot to identify the person and interact 

with him. A sensory system capable of doing this efficiently and the movement of the robot is the focus of this study. Microsoft 

Kinect, launched in November 2011 for the Xbox 360 gaming console, is a motion sensing input device capable of tracking the user 

and takes audio data also. 

As the first step to develop a robot, some of the recent autonomous robots were studied 

ROBOTS IN HUMAN LIFE 

„Rachkham‟ developed by Clodic et al [1] is an interactive robotic tour guide developed based on visual human robot interaction. 

Kirby et al [2] designed „Grace‟ in 2007 to accompany a person side-by-side and engage him like a human would do, while 

maintaining a minimum space between the human and robot. A laser based tracking method was implemented in using direction 

following and path following. If the user goes out of the sensor range, it was informed by the robot. But it was found that the robot 

responds only to the person‟s speed and location, ignoring aspects such as the person‟s identity or personality, spoken or gestured 

commands from the person. „Minerva‟ is tour guide robot developed by Thrun et al[3] to escort visitors in the Smithsonian Museum of 

American History. Johnny developed in 2012 by Breuer et al [4], based on the RoboCup@Home challenge [5], was designed to serve 

in a restaurant-like environment, where it received seat reservations, waited on guests, and delivered orders to them. Another well-

known service robot is „BIRON‟, developed in 2004 by Haasch et al. [6], and designed to actively interact with its user by means of 

natural user interface. MKR is an omni-directional mobile transfer robot system, developed in 2010 by Takahashi et al [7], for hospital 

applications. Using virtual potential field methods, the robot could transfer luggage, specimens and other important materials to its 

goal avoiding obstacles in the path. 

The area of service robotics is broadening from robotic vacuums, bomb retrievers, exoskeletons and drones, to robots used in 

surgery, space exploration, agriculture and construction. A useful robotic system can be created by integrating various modules.  Care-

o-bot, a highly integrated and compact service robot, developed in 2009, by Reiser et al [8], is equipped with laser range scanners, a 

vision system and a 7 DOF manipulator arm. The sophisticated software for navigation, manipulation and vision, created a solid basis 

for the development of challenging manipulation tasks in everyday environments. As a typical application, the robot can act as a 

robotic butler, where a customer may ask for a drink using a touchscreen on the robot. The robot identifies the requested bottle using 

an object recognition module. The robot then lifts the bottle, places it in a tray and gets a cup from adjacent room to be placed along 

with the bottle to be served to the customer. 

A robot can be used in domestic environments to serve in the everyday task or to assist the elderly. Taking care of elderly or a 

chronically ill person can be a challenge which can be simplified with a service robot. „Flo‟, developed in 2000 by Roy et al. [9] is a 

service robot designed with a touch-sensitive display, a laser range finder, an array of 16 sonar sensors, and two on-board PCs. Its 

navigation system enables the robot to navigate safely in the indoor environment. It is equipped with, a telepresence software which 

would allow remote medical consultation, a speech interface for communicating with the user and neural network based face 

recognition system. In the present world, with a growing number of elderly people living alone, robots can be used to care this section 

of the population. „Hector‟, developed by Gross et al. [10], under the „CompaniAble‟ project, was designed to assist the elderly who 
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suffer from mild cognitive impairment, in home environments. Hector can work collaboratively with a smart home and remote control 

center to better support older people living at home. As the field of socially assistive robots is maturing into useful technology, the 

next step is to study the different ways in which the task of making a robotic companion can be accomplished. 

3D SENSING AND DEPTH RESOLUTION 

For being a companion to a human, a robot must be capable of perceiving the environment as humans do. The sensory system 

of the robot must be capable of perceptual abilities like humans. In addition to standard capabilities like obstacle avoidance, and 

navigation, the robotic perceptions have to be optimized for interacting with humans on a human level. The robot should be equipped 

with sensors, to track human features, user‟s motion and at the same time detect any obstacle that hinders its path. 

The complexity involved in human motion and its structural appearance makes the human motion analysis a challenging task. 

Aggarwal et al [11] gives an overview on the human motion analysis focusing on three major areas for motion analysis 1) motion 

analysis involving human body parts, 2) tracking of human motion using single or multiple cameras, and 3) recognizing human 

activities from image sequences. After successfully matching the moving human image from one frame to another in image sequences, 

understanding the human movements or activities comes naturally, which leads to a discussion of recognizing human activities. 

Paola et al [12] uses a multisensory platform equipped with a monocular camera, a laser scanner, and an RFID device for autonomous 

mobile robot. Three layer architecture is used for the surveillance of the environment using a reconfigurable approach. Each of the 

three main components, i.e. controller, executor, and supervisor, is connected with the sensory input. This information is used in 

different ways: at the highest level, sensory data are converted into events, which are used to control task executions; at the middle 

level, sensory data are used to monitor and control the execution of the task in progress; finally, at the lowest level, sensory inputs are 

used by active behaviors to perform the associated actions. The limitation with this approach is for people and obstacle detection, the 

robot has to stop and stay there to process the data. 

Visual camera can provide dense 3D information of a scene, but lacks depth information. Laser range finder can be used to provide 

accurate distance measurements from object in the environment. Maria et al [13] integrates a 2D laser range finder to obtain depth 

information from the environment. Main advantages of laser systems are a broad bandwidth and small beam divergence and footprint. 

They also offer a high immunity to atmospheric effects in opposition to the visual cameras. Laser range finder gives a sparse, but 

accurate map of the environment in a 2D plane. They use an infrared light beam of 905 nm, which receives directly the reflected 

signal from the objects, in polar coordinates. The laser operation mode is based on a time-of-flight (TOF) measurement principle: a 

single laser pulse is sent out and reflected by an object surface. The elapsed time between emission and reception allows the 

calculation of the distance between laser unit and object. The laser pulses sweep a radial range in front of the laser unit, via an 

integrated rotating mirror. 

Chen and Birchfield [14] uses a stereo pair present the Binocular Sparse Feature Segmentation (BSFS) algorithm for vision-based 

person following. To determine the location of the person in the image, two images of a stereo pair as well as successive video frames 

are matched. The motion and stereo information are fused to handle difficulties like dynamic backgrounds; out of plane rotation etc. 

The system is subject to distraction by other objects with similar motion and disparity to the person being tracked.  

 

When the robot moves in an environment populated with humans, following a leader while avoiding static and dynamic obstacles 

poses multiple challenges to the robot. Marchetti et al[15] describes how data fusion algorithm is utilized to combine both 
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information, from the laser and the RGB-D camera to provide more reliable information to the robotic trajectory control system and 

ensure a smooth and precise execution of detection and follow of user overcoming all challenges in path.A data fusion algorithm has 

been developed using a particle filter, augmented with a k-clustering step to extract person estimations. The result on a real mobile 

platform verifies the effectiveness of the approach. 

The advent of Microsoft Kinect, opened up new possibilities for human detection and tracking. Kinect was designed for natural 

interaction between the user and computer in the gaming environment. However, the characteristics of the data captured by Kinect 

have attracted the attention of researchers and developers in the field of retail, healthcare, medical, robotics etc. 

 

KINECT 

The Microsoft Kinect, with RGB camera, IR sensor and microphone array, is a revolutionary product that can sense human 

motion, location as well as their voices. These features plus the ability to control the user‟s console or computer with gesture or 

spoken commands opened up entirely new commercial experiences in multiple industries. Even though Kinect was developed for the 

Xbox 360 gaming console, drivers were developed for connecting it to a laptop. And Microsoft launched its own SDK for the Kinect 

in 2012. The Kinect v1 sensor can track skeleton of two people completely and 20 joints of each person. In October 2014, Microsoft 

launched the Kinect v2 sensor, with the ability to track as many as six people and 25 skeletal joints per person. The enhanced fidelity 

of the depth camera, combined with improvements in the software improved body tracking and the ability to see smaller objects. 

  Khoshelham [16] performs an accuracy analysis on the depth information obtained from the kinect sensor. Based on the 

mathematical model of depth measurement by the sensor a theoretical error analysis is presented, which provides an insight into the 

factors influencing the accuracy of the data. Compared to a laser data, a properly calibrated Kinect sensor has less systematic errors in 

the point cloud. With increasing distance from the sensor, the depth error increases quadratically and reaches 4cm for maximum range. 

The density of the points also decreases when the distance from the kinect sensor increases. 

Shotton et al [17] proposes a new method to quickly and accurately predict 3D positions of body joints from a single depth image. 

This method implemented by Microsoft SDK for person detection and tracking, takes an object recognition approach, and runs at  200 

frames per second. To detect the human body parts, it uses a deep randomized forest classifier. A pixel wise labeling is used to infer 

the 3D position of each joint. 

The capability of the Kinect sensor to detect joints of the human body can be utilized to track a human being and follow him. But the 

robot should be able to detect and avoid any obstacles in its path during navigation. Peasley et al [18] proposes a novel approach for 

obstacle detection and avoidance.3D points are projected onto a ground plane and a 2D map is then used to detect the obstacles. This 

is then used to compute the translational and rotational velocities which are required to avoid the obstacle. An infinite pole approach 

and a control strategy are used to overcome the limitations of the sensor. The results obtained from experimenting in a variety of 

indoor environments display the robust obstacle avoidance in real time. 
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ARTIFICIAL NEURAL NETWORK FOR FACE RECOGNTINION 

The Kinect can be used as the sensor for the robot navigation. Once a user comes into the field of view of the Kinect, it will be able to 

detect the presence of the user. In certain scenarios, it may be required to recognize who is the user and face recognition is suitable for 

identifying the user. Artificial neural networks are electronic models based on the neural structure of the brain, with neuron as the 

fundamental processing element. Dendrites, soma, axon and synapses are the four basic components of neurons. Dendrites act like 

input channels receiving input through the synapses of other neurons. The soma processes the incoming signals and turns the 

processed value into an output which is sent out through axon and synapses to other neurons. The artificial neural network simulates 

the behaviour of these four components. Pattern recognition can be accomplished very well with artificial neural network. 

Neural networks are structured to provide the capability to solve problems without the benefits of an expert and without the need of 

programming. They can seek patterns in data that no one knows are there [19]. 

Face recognition from the images is challenging due to the wide variability of face appearances and the complexity of the image 

background. Nandini et al [20] proposes a facial recognition approach using Neural Network. It has Face localization part, where 

mouth end point and eyeballs will be obtained. In feature Extraction, Distance between eyeballs and mouth end point will be 

calculated. The recognition accuracy achieved by the method was very high. 

Yang et al [21] uses image detection using ANN to classify the presence of weeds in cornfields. Images were taken from cornfields 

and given as input to the ANN. Many backpropagation ANN models were developed with different numbers of PEs in their hidden 

and various output layers. The performance of the ANNs was compared and the success rate for the identification of corn was 

observed to be as high as 80 to 100%, while the success rate for weed classification was as high as 60 to 80%. 

 

CONCLUSION 

For the robot to be used in different scenarios as an autonomous companion, the main aim is recognizing and tracking a human 

target using avoiding obstacles. The problems that have to be tackled are: 

 

 Identifying a certain person and tracking only the identified person. 

 The robot should be capable of understanding the commands of the user 

 Once a user is identified, the robot should only follow the commands given by the primary user. 

 The robot should be able to communicate with the user. 

 Human target tracking while keeping a minimum distance to the target 

  While following it should be able to detect any obstacle which may obstruct its path. 

 Once an obstacle is detected, the robot should stop moving and then move again avoiding the obstacle. 

For meeting these objectives, different mechanisms were explored. The Microsoft Kinect sensor is the best solution for this scenario. 

It helps to track the human and at the same time, the robot can follow the user avoiding obstacle.  
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