
International Journal of Engineering Research and General Science Volume 3, Issue 2, Part 2,  March-April, 2015                                                                                   
ISSN 2091-2730 

44                                                                                                   www.ijergs.org  

DEVELOPING A MODEL FOR FINANCIAL FORECASTING THROUGH 

ARTIFICIAL NEURAL NETWORKS  

                      
                  SANDEEP MALIK                                                              Dr. ASHUTOSH KUMAR BHATT 

                         Research Scholar                                                                          Assistant Professor 

            Department of Computer Science                                         Department of Computer Science 

    Singhania University, Pacheri Bari, Rajasthan (India)                  BIAS, Bhimtal, Nanital, Uttarakhand (India) 

E-Mail: smaliknnl@gmail.com, Mob +918421082285                         E-Mail: ashutoshbhatt123@gmail.com 

 

Abstract: Financial forecasting plays a prominent role in finance market because of its commercial applications with respect to high 

stakes and attractive gains that it provides. The purpose of the study is to develop a new analytical ANN based model for predicting 

the FER and compare proposed model efficiency with the existing technique. Model was proposed to predict the euro to dollar 

exchange, pound to dollar exchange and rupee to dollar exchange. It was noticed that outcomes of proposed model performs better and 

faster to evaluate the FER. There was a slight difference found between real ER and predicted ER. Future work would be carried out 

to enhance the study area by emerging a new analytical model by adopting ANN along with any other appropriate analytical model or 

other NN model.  
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1.1 Introduction: 

Forecasting is a significant factor and most prominent activity in markets of finance. It is helpful for numerous players namely policy 

makers, regulators, investors, practitioners, investors and academia. When forecasting with weak factors it has strong effect in the 

growth of economy because of its negative influence on global trade and investment adopting a weak model for predicting would 

result in incorrect judgment [1]. It could support organization to take decision in the upcoming years. Models of forecasting include 

judgmental, time series (TS) and cause-and-effect (CE). TS forecasting model is a variable that would be sequentially placed. Such 

variable would posses equal length and time gap [2]. Some of the examples of TS methods are predicting the linear, growth curve, 

box-Jenkins, exponential smoothing, auto-aggressive moving average and estimating the trend. TS are applied to numerous fields such 

as workload projections, control of quality and process, budgetary analysis, economic and sales forecasting, yield projects, analyzing 

the stock market, inventory studies and so on [3]. CE model would determine the form of link and applies prediction for the following 

variable [4] [5].  

ER (Exchange Rates) plays a key role in maintaining the dynamics in market of foreign exchange. Probably forecasting ER would be 

successful factor in the business and for fund managers. Although, financial market is well-known for its unpredictable nature and 

volatility however various groups like financial institutions or banks, agency and so on are there for forecasting the ER through unique 

techniques. Forecasting the ER is a demanding and needed application in the area of TS forecasting [6]. Characteristics of ER are non-

stationary chaotic, deterministic and more noisy. Due to such characteristics complete data cannot be gained from prior behaviours of 
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market of foreign exchange to completely gain the relied between the rates of past and future. Methods which are employed to predict 

the currency ER involves soft computing, economic and TS methods [7] [8].   

Neural networks (NN) are powerful and supportive tools for prediction in the area of artificial intelligence [9-14]. NN are generally 

non-linear models and if such models are well-trained then it would help in mapping prior and future values in the field of time series 

and get concealed structures and relationships which guide the data [9][14]. NN are applicable in various fields [15] [16] like filtrating 

data, phenomena related to economy and finance, forecasting and optimization and producing time-series [10] [13] and more. 

Artificial NN (ANN) could be applied for predicting the FER (Foreign Exchange Rate) that supports various players in the financial 

markets. Therefore organizations in the market of overseas exchange could adopt ANN model in determining the ER for future as well 

as provides a beneficial trading strategy and suitable decision on allocating the assets [17].  

1.2 Problem Statement: 

FER is a huge problem in finance that is obtaining more focus especially due to its complexity and practical applications. ANN was 

adopted by various industries for different purposes of real-time applications. ANN was adopted as an alternative and prominent 

approach to predict FER due to various unique characteristics [14]. Many investigators have developed several models in ANN to 

forecast FER, all failed to concentrate on forecasting during uncertain and instable market situations. Therefore the proposed research 

would develop a new analytical ANN model to predict the FER and compare its efficiency with the existing technique namely 

AFERFM model.  

2. Literature Review: 

Kadilar et al [18] carried out a research to forecast the ER series with ANN for high volatile US/Turkish dollar ER series and 

outcomes indicated that method of ANN had the best accuracy in terms of accuracy to TS models namely ARCH (Auto-regressive 

conditional heteroschedasticity) and ARIMA. Pradhan and Kumar [19] had deployed ANN model for predicting FER with specific 

reference to India. ANN model performs coupling international revolutionary topologies of network search, initial heuristic and input 

series near-optimal weights. Such method enhances the prediction by testing, proper training and cross-validation. It was stated that 

NN is an advanced method to be adopted for FER. It was suggested that ER’s linear unpredictability could be enhanced and non-

linearity could be found out by adopting the modeling of NN. Highlight of such model is that the data concealed in ER could be able 

to extract with the help of ANN.  

According to the research by Pacelli et al [20] predicted the trend of ER USD/Euro using ANN model. It was found that developed 

ANN model could be able to forecast the trend to 3 days of ER US dollar/Euro. Philip et al [21] developed an ANN model to predict 

FER. In this research, ANNFER forecasting model (AFERFM) was developed for forecasting the FER to correct few issues. It was 

found that proposed model outperforms well in evaluating the FER. It was noticed that proposed model showed good results in terms 

of accuracy percentage. When AFERFM performed it was compared with Hidden Markov Model FER forecasting model (HFERFM), 

projection of FER performs better. Accuracy of AFERFM model was 81.2 per cent. It was indicated that new proposed model gives an 

enhanced technique to conduct FER forecasting.  

Perwej and Perwej [22] examined the prediction of INR (Indian Rupee)/ US dollar currency ER using ANN. Number of hidden and 

input nodes are the experimental factors of ANN. Both performance of out-of-sample prediction and fitting ability of in-sample with 3 

forecast horizons are estimated with 3 criteria MA (Mean Absolute) Error, MA Percentage Errorand RMSE (Root Mean Square 
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Error). 2 training sample impacts were analyzed with the similar predictive horizons. Goal of this research is to explore the impacts of 

certain significant factors in NN on fitting the model and predicting the behaviours. Purpose of forecasting is not suitable to estimate 

the capability of ANN with the sample of training alone. At the same time, there are no widely adopted methods for building best and 

suitable model for prediction through in-sample data of training. Selecting the architecture of optimal network would be on the basis 

on the outcomes of test sample. Number of nodes in input plays a significant part in NN and TS forecasting.  

Erdogan and Goksu[23] predicted the analysis of Turkish Lira and Euro ER with ANN. Certain factors affect the NN accuracy in the 

process of implementation. Different structures are constructed by modifying the various neurons, learning algorithms and transfer 

functions for obtaining higher performance. It compared the accuracy of various architectures of ANN as well as various time 

horizons. Outcomes are estimated by values of MSE of each and every case and it was identified that ANNs could predict the future 

Turkish Lira and Europe ER. Pedram and Ebrahimi[24] examined the estimation of model and forecasting the data of ER using ANN. 

It was noticed that NN could probably estimate continuous function. When comparing the performance of NN with ARIMA, it was 

noted that NN performs well and errors also reduced gradually. Thus it was concluded that it is probable to evaluate a model for 

predicting the ER value even by accessing with limited data subset.  

3. Research Design: 

This research develops a new analytical ANN based model for predicting FER as well as compares its efficiency with the existing 

technique namely AFERFM. Proposed FER prediction adopted new analytical ANN model with certain specifications of existing 

HFERFM. HMM involves hidden set states namely M, output alphabet represented as U, probabilities of output or emission E, 

probabilities of transition P and probabilities of initial state as α. Instead of observing present state, each state gives an outcome with a 

specific probability C. Particularly the states M and outputs E are perceived, so HMM had tripled and represented as (P, M, α).  

Hidden states E ={Ej; j=1, 2, 3,…….N}----------------------------------------- 3.1  

Subsequently Probabilities of Transition state P = {pik = S (Etak r +1|Ej at r)} ------------3.2. 

Where, S ( h| b) is denoted as probability of condition of a given b, r=1, R= time and ej in E. 

Observations D = {dv}, v= 1, 2, 3, -------N ------------------ 3.3. 

Probabilities of emission G = {gjk = gj (dv) = S (dv | ej) }, where dv in D.  

Where, G is referred as probability and that probability output  dvisgiven as the  current state of ej. 

Probabilities of initial state α = {kj = k (dv at B =1) }-------------------------- 3.4. 

Such model is performed by total parameters set: µ = {P, M, α}. 

These Canonical problems have to be resolved in HMM.  

- Given are the parameters in the model, in which probability has to be computed with particular output sequence. Such issue 

could be resolved by backward and forward algorithms. 

- Given parameters in the model, determine the most probable sequence of concealed states which are emerged as the given 

output sequence. This would be resolved by viterbi algorithm and posterior decoding. 

- Given sequence of output, determine the state transition set as well as output probabilities resolved by BWA. Proposed work 

adopted BWM.  

Baum-Welch algorithm (BWA): 

A set of noticed sequence N
1
, N

2
, N

3
…….. is considered as input. 

Algorithm initialization would be chosen by parameters of arbitrary model 
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π
’ 
= Abc, Gb () : data = ∑sD (N

r
\ π

’
) 

Repeat 

{π =π
’
, S= S

’ 

 

For each and every sequence, N
r 

{ 

Estimate γ (G, b) for N
r 
using backward algorithm 

Estimate α (G, b) for N
r 
using backward algorithm 

Estimate the dedication of N
r 
to G using 

Abc= ∑ r 1/ g (N
r
) ∑g (g, b) AbcDa(N

r
g+1)  γ (g +1, b) 

Estimate the dedication of β
r
to G using 

Ga=∑ r 1/ g (α
r
) ∑ {g\ N

r
 s= β} β(r, b) γ (g, b) 

Abc= Abc/ ∑jAbc; Gj (β) = Gj (β)/ ∑gGj (β) 

data = ∑rG (N
r
/ rbc, Gj () ) 

} 

Until the transformation in data is less than specific threshold 

BWM would know the data parameters and implicitly determines the motive. This research adopts viterbi algorithm to estimate the 

motive for states of every input data. 

4. Discussion: 

ANN based model was deployed for two major purposes. 1
st
 section focuses on the deployment of ANN based model to predict the 

stock market with specific reference from euro to dollar exchange and 2
nd

 section focuses on the implementation of ANN based model 

to predict the stock market with specific reference from rupee to dollar exchange. In this research proposed research ANN based 

model is deployed for all 3 data types such as rupee to dollar, pound to dollar and euro to dollar.  

Proposed model was explained through code and screenshots.  

 

Figure 4.1:  Input ER and next day ER for euro to dollar exchange 

This figure explains about the original input ER data and next day ER from euro to dollar exchange. X- Axis represents the input 

exchange rate and Y-Axis represent next day exchange rate 
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Figure 4.2: Training results of exchange rate 

The above figure presents the training results from euro to dollar ER. X-axis represents Epochs and Y-Axis represents mean squared 

error. It was noticed that performance of best validation was identified at 5.6346e-05 at epoch 

34.  

Figure 4.3: Training errors in the NN 

The above screenshot shows the errors in the NN. Gradient errors, Mu errors and validation checks were seen at 2.112e06 at epoch 40, 

DB at epoch 40 and 6 at epoch 40 respectively. 

 

Figure 4.4: The regression of neural networks 

Figure 4.4 represents the NN regression. Regression was found at 0.99912. 
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Figure 4.5: Response time of NN 

Figure 4.5 indicates the response time of NN. This figure explains the output response for TS. Blue, green and red colour * symbol 

denotes training targets, validation targets, test targets respectively. Blue, red and green colour+ symbol represents the train outputs, 

test outputs and validate outputs. Orange colour line represents the NN errors. Black colour line denotes the output element response.  

 

Figure 4.6: The time series prediction in the neural networks 

This figure explains the forecasting for output element 1 response for TS 1. Blue colour * symbol indicates targets in NN. Blue colour 

+ symbol denote outputs in NN. Orange colourline represents the errors found in the NN. Response in TS was represented by dotted 

line.  

 

Figure 4.7: The real exchange and predicted results in the neural networks 

Figure 4.7 indicates the real and predicted ER outcomes in NN. 1
st
 graph indicates the graph of real ER and predicted ER. In 1

st
 graph, 

red colour represents real ER. Blue colour represents predicted ER. 2
nd

 graph describes the difference between predicted and real ER.  
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This section discusses about the deployment of ANN for predicting stock market from rupee to dollar exchange. 

 

Figure 4.8:  Input ER and next day ER for rupee to dollar exchange 

This figure represents the original data of input ER and next day ER from rupee to dollar exchange.  

 

Figure 4.9: Training results of ER 

This screenshot represents the training results of rupee exchange to dollar. It was noticed that best validation performance was seen at 

0.080754 at epoch 5.  

 

Figure 4.10: Training errors in the NN 

Figure 4.10 represents the errors found in the training in NN. Gradient errors, Mu errors and validation checks were seen at 0.60927 at 

epoch 12, 0.0001 at epoch 12 and 6 at epoch 12 respectively. 
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Figure 4.11: The regression of NN 

This screenshot shows the NN regression. Regression was found at 0.99911. 

 

Figure 4.12: The response time of neural networks 

This screenshot represents the response of element of output 1 for TS.  

The following figure explains the error’s auto-correlation in NN 

 

Figure 4.13: The real exchange and predicted results in the neural networks 

This figure indicates two plotted graphs. 1
st
 graph denotes real ER and predicted ER outcomes. Red colour line represents real ER. 

Blue colour dotted line denotes the predicted ER. 2
nd

 graph indicates the difference between real ER and predicted ER. It was found 

that there is only slight difference in real ER and predicted ER for euro ER to dollar ER and rupee ER to dollar ER.  
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Figure 4:14 Pounds to Dollar 

Above figure denotes the outcomes of pound rates to dollar ER. 1
st
 graph explains the graph of real ER and predicted ER. 2

nd
 graph 

explains the difference between the real and predicted outcomes. Top graph represents the outcomes of pounds to dollar ER on the 

basis of response time with TS.  

 

Figure 4.16: Rupee to Dollar 

This figure explains the outcomes of rupee to dollar exchange. 1
st
 graph explains the graph of real ER and predicted ER. Top graph 

represents the outcomes of rupee to dollar ER on the basis of response time with TS. 2
nd

 graph explains the difference between the real 

and predicted outcomes.  

 

Figure 4.17: Euro to Dollar 
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This figure explains the outcomes of Euro to dollar exchange. First graph explains the graph of real exchange rate and predicted 

exchange rate. Second graph explains the difference between the real and predicted outcomes. Further, top most graphs represent the 

outcomes of euro to dollar ER on the basis of response time with TS.  

5. Conclusion and Future Work: 

The proposed ANN based model was emerged for predicting the stock market with respect to pound to dollar exchange, euro to dollar 

exchange and rupee to dollar exchange. From the above analysis, it was observed that outcomes of forecasting looks good and 

variance between forecasted outcome and real ER is noticed as less than 0.7 per cent. It was confirmed that outcomes of proposed 

analytical ANN based model for predicting FER performs faster and better in evaluating the FER. Proposed model developed for 

predicting FER could ensure FER for provided data and also gives better accuracies percentage. When the performance of proposed 

model for predicting FER is compared with existing models of FER models for prediction, it was found that proposed method 

performs better. It is possible to enhance the study area by emerging a new analytical model by adopting ANN along with any other 

appropriate analytical model or other NN model.  

 

REFERENCES: 

[1] Oyewale A M, Evaluation of Artificial Neural Networks in Foreign Exchange Forecasting. American Journal of Theoretical 

and Applied Statistics, Vol. 2, No. 4, 2013, pp. 94-101 

[2] S.Makridakis, S.C.Wheelwright, R.J.Hyndman, “Forecasting: Methods and Applications”, 3rdedition, John Wiley & Son, 

Inc. pp. 1-16, 2004 

[3] Huang, W., Lai, K.K., Nakamori, Y., And Wang, S. "Forecasting Foreign Exchange Rates WithArtificialNeuralNetworks: A 

Review," International Journal Of Information Technology And Decision Making (3:1), Pp 145-165, 2004 

[4] W.Y.Peng, C.W.Chu, “A comparison of univariate methods for forecasting container throughput volumes.”, Mathematical 

and Computer Modelling 50”, pp. 1045-1057, 2009 

[5] L.R.Weatherford, S.E.Kimes, “A comparison of forecasting  methods for hotel revenue management”, International Journal 

of Forecasting 19”, pp. 401-415, 2003 

[6] Kyung-jae Kim, “Finacial time series forecasting using support vector  machines”, Neuro computing 55, pp. 307-319, 2003 

[7] N. Ancona, R. Maestri, D. marinazzo , L. Nitti, M Pellicoro, G.D. Pinna and Stramaglia, “Leave-one-out prediction error of 

systolic arterial pressure time series under paced breathing", Physiological Measurement 26,  pp. 363-372, 2005 

[8] Ding-zhou Cao, Su-lin Pang, Yuan-huaiBai, “Forecasting exchange rate using support vector machines”, Proceedings of the 

fourth international conference on machine learning and cybernetics, pp.3488-345, 2005 

[9] Hu, Michael Y; Tsoukalas, Christos, "Combining Conditional Volatility Forecasts Using Neural Networks: An Application to 

the EMS Exchange Rates", Journal of International Financial Markets, Institutions & Money, Vol. 9 (4). p 407-22, 1999 

[10] Cheh, John J; Weinberg, Randy S; Yook, Ken C. "An Application of an Artificial Neural Network Investment System to 

Predict Takeover Targets", Journal of Applied Business Research, Vol. 15 (4). p 33-45. Fall 1999 

[11] Shtub, Avraham; Versano, Ronen, "Estimating the Cost of Steel Pipe Bending, a Comparison between Neural Networks and 

Regression Analysis", International Journal of Production Economics, Vol. 62 (3). p 201-07, 1999 

http://www.ijergs.org/


International Journal of Engineering Research and General Science Volume 3, Issue 2, Part 2,  March-April, 2015                                                                                   
ISSN 2091-2730 

54                                                                                                   www.ijergs.org  

[12] Terna, Pietro, "Neural Network for Economic and Financial Modelling: Summing Up Ideas Emerging from Agent Based 

Simulation and Introducing an Artificial Laboratory", Cognitive Economics, Viale, Riccardo, ed., LaSCoMES Series, vol.1. 

Torino: La Rosa. p 271-309, 1997 

[13] Hamm, Lonnie; Brorsen, B Wade, "Trading Futures Markets Based on Signals from a Neural Network", Applied Economics 

Letters, Vol. 7 (2). p 137-40, 2000 

[14] Cogger, Kenneth O; Koch, Paul D; Lander, Diane M "A Neural Network Approach to Forecasting Volatile International 

Equity Markets, Advances in financial economics. Volume 3. Hirschey, Mark Marr, M. Wayne, eds., Greenwich, Conn. and 

London: JAI Press. p 117-57, 1997 

[15] White, H., “Option Pricing in Modern Finance Theory and the Relevance of Artificial Neural Networks,” Discussion Paper, 

Econometrics Workshop, March 1996 

[16] Garcia, Rene; Gencay, Ramazan, "Pricing and Hedging Derivative Securities with Neural Networks and a Homogeneity 

Hint", Journal of Econometrics, Vol. 94 (1-2). p 93-115, 2000 

[17] Hwarng H B and Ang H T, “A Simple Neural Network for ARMA(p,q) Time Series,” OMEGA: Int. Journal of Management 

Science, vol. 29, pp 319-333, 2002 

[18] Kadilar.C, Simsek.M and Aladag.H, Forecasting the Exchange Rate Series with ANN: Case of Turkey, 

EkonometriveIstatistikSayi: 9, 17-29, 2009 

[19] Pradhan.P and Kumar.R, Forecasting Exchange Rate in India: An Application of ANN, Journal of Mathematics Research, vol 

2, no 4, pp:111-117, 2010. 

[20] Pacelli.V, Bevilacqua.V and Azzollini.M, An ANN Model to Forecast Exchange Rates, Journal of Intelligent Learning 

Systems and Applications, 3, 57-69, 2011 

[21] Philip A A, Taofiki A A and Bidemi A A, “Artificial Neural Network Model for Forecasting Foreign Exchange Rate,” World 

of computer science and information technology Journal, Vol. 1 No 3, pp. 110- 118, 2011 

[22] Perwej.Y and Perwej.A, Forecasting of Indian Rupee/US Dollar Currency Exchange Rate Using ANN, vol 2, no, 2, pp: 40-

52, 2012. 

[23] Erdogan.O and Goksu.A, Forecasting Euro and Turkish Lira Exchange Rates with ANN, International Journal of Academic 

Research in Accounting, Finance and Management Sciences, vol 4, no 4, pp: 307-316, 2014 

[24] Pedram.M and Ebrahimi.M, Exchange Rate Model Approximation, Forecast and Sensitivity Analysis by Neural Networks, 

Case of Iran, Business and Economic Research, vol 4, no 2, pp: 49-62, 2014. 

 

 

 

 

 

 

 

http://www.ijergs.org/

