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Abstract— Many a times it is needed to produce understandable texts in English or other human languages from some underlying 

non-linguistic representation of information. This is achieved by Natural Language Generation (NLG). NLG systems have a wide 

range of applications in the fields of media, medicine, computational humor, etc. In this paper, 'pipeline architecture' is explained 

which contains steps involved in the process of NLG. Throughout, the emphasis is on established techniques that can be used to build 

simple but practical working NLG systems. 
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INTRODUCTION 

                              NLG or Natural Language Generation is the process of constructing natural language outputs from non-linguistic 

inputs. NLG system is a translator that converts a computer based representation into a natural language representation. Natural Language 

Generation is the inverse of natural language understanding (NLU).NLG maps from meaning to text, while NLU maps from text to 

meaning. The input to NLG system varies widely from one application to another.  

                                  The existing NLG systems include FOG- generates textual summaries of weather forecast since 1992, STOP system- 

produces a personalized smoking-cessation leaflet, ANA generates summaries of stock market activity, LFS, SUMGEN, TEMSIS, 

TREND, etc. In this paper, we describe the process of NLG, the basic steps involved and the algorithms used to carry out these steps.  

                                 The first architecture of NLG was proposed in 1980's which consisted of only two stages- text planning and linguistic 

realization. Later in 1990's an advanced model consisting of three major steps- Document planner, Micro-planner and Surface Realizer 

was proposed which proved to be useful in building proper working NLG systems. In this paper, a modified version of this architecture is 

explained which consists of six steps- content determination, document structuring, lexicalization, aggregation, referring expressions 

generation and linguistic realization.  

                             The structure of the paper is as follows-  the design and analysis of the system which gives an idea about the 

architecture of NLG in detail, the discussion on implementation results, the conclusion and future enhancement of the topic and the 

references. 

 

DESIGN AND ANALYSIS OF SYSTEM 

 Inputs and Outputs of NLG: 

 Language as goal-driven communication: 

              NLG is often viewed as a goal-driven communication. The generation of any form of text ( word or sentence) is seen as an 

attempt to satisfy some communicative goal. Communicative goals include informing the hearer of something, requesting or 

persuading the hearer to do something and of obtaining some information from the user.  

 Inputs of NLG: 

   In general, the input set of any NLG system can be thought of a four-tuple (k , c ,u ,d) where, „k‟ is 'knowledge 

source', „c‟ is 'communicative goal', „u‟ is 'user model' and d is 'discourse history'.  
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1) knowledge source(k): 

            It may be represented in different ways in different systems depending upon the nature of the host application eg, one system 

may use tables of numbers or other may use information encoded in some knowledge representation language. So, there is no specific 

defined representation for k. But, in a broad sense, we can categorize it in two cases: 1.) information is precisely defined already( 

directly use k) 2.) information is to be selected from a vast k ( part of k is to be used). 

2) communicative goal(c): 

           c depends upon what type of k we are using. For eg if it is of type 1 as mentioned above, then, as the information to be output is 

already defined, 'c' will be just 'express the specified information'. If k is of type 2, 'c' will be ' express the relevant information'. 

3)user model(u): 

           It is the identification of the intended audience for whom the text is to be generated. The consideration of u is important 

because the output may depend in the technical knowledge of the user. For instance, if the user is novice, then the output should also 

contain explanations of technical terms. 

4) discourse history(d): 

          It is keeping track of whatever information the system has given to the user so far. This is generally useful in dialogue systems 

and single-interaction systems. For other applications, it is kept null. 

 Output of NLG: 

The output of any NLG system is fragments of text. Fragments are the collection of sentences. The length of text may differ from 

application to application. For example, in dialogue systems, output is only one word 'yes' or 'no' whereas in single-interaction 

systems, the output may be of several pages. 

       Architecture of NLG: 

 

                                                                   

                                                                           fig. 1.  Pipeline architecture of NLG 
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STAGES OF THE PIPELINE : 

 Content Determination: 

  It is deciding what information is to be communicated in the text. Either the host application will tell what 

information is to be taken or the NLG has to itself figure it out and select the relevant information. The choice of what information is 

to be expressed depends on the following factors: 

1) The communicative goals may require different information to be expressed eg if NLG describes  weather over a period and also 

gives explanation of different technical terms, then different content will be required in each case. 

2) It depends on the user or hearer. If he/she is novice, then more explanation is needed. 

3) There may be constraints on output eg, the text is needed to be fit only within the given area. 

4) It depends on the underlying information source. What is worth saying will depend on the nature and content of information 

available. 

  Ultimately, what information is to be included and circumstances under which it is to be included is completely 

dependent on the application. 

 Document Structuring: 

  Structuring is important because an unstructured text can be thought of a story which is starting in the middle, then 

has the conclusion and then the introduction; which is meaningless. Structuring is nothing but proper sequencing of sentences in the 

text. There are three approaches: 

1) Schemas : They are templates which explicitly specify sentence ordering and grouping for a document.  Schemas work well in 

practice for texts which are short  and/or have a standardized structure, but have problems in generating texts which are longer and do 

not have a fixed structure. 

2) Corpus-based: use statistical corpus analysis techniques to automatically build ordering/grouping models. 

3) Heuristic-based: structuring is based on heuristic rules which can come from theories of rhetoric, psycholinguistic models, etc. 

 Lexicalization: 

  It means choosing the content words like nouns, verbs, adjectives and adverbs for the generated text. There are two 

types: 

1) Conceptual Lexicalization: This includes slight modification of information. The words are slightly changed or at sometimes even 

the completely new word is used. 

2) Expressive Lexicalization: It gives the output as it is with correct verbs, nouns, etc. 

For example, we have three words- 'male', 'unmarried' and 'adult'. Now, using expressive lexicalization, the output will be- 'unmarried 

adult male' . But, with conceptual lexicalization, the output will be- 'bachelor'. 

 Aggregation: 

  It is a process in which two or more sentences are merged to form a single sentence. Aggregation helps to build 

sentences which communicate several pieces of information at once. 

Algorithm of aggregation: 

 k-way hyper-graph partitioning: 
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  Input is a conceptual graph. A conceptual graph is a set of propositions or sentences. The vertices indicate 

propositions. Each hyper edge connects one or more proposition. The weight of each hyper edge is found by Context Sensitive 

Discrimination Model. After this, the hyper graph with edge weights is the input to multilevel k-partitioning algorithm. 

 Referring Expressions Generation: 

  Any domain consists of entities. Entities are things that can be talked about whether concrete or abstract. Referring 

expressions generation is concerned with how we produce a description of the entity for the hearer in the given context.  

  When an entity is mentioned for the first time, it is called 'initial reference' and after that, it is called 'subsequent 

reference'. The content of the referring expression is determined with the help of discourse history. Once we have determined which 

properties of entity should be used in a description, we still have to consider how those properties should be realized in the output.  

 Linguistic Realization: 

  Aim of linguistic realization is to produce a text which is syntactically, morphologically and orthogonally correct. 

For instance, consider a sentence “It rained for 8 days from 11
th

 to 18
th

 .” 

1) Syntactic: The syntactic component of realizer will add the words like 'for', 'from‟ ,'to', etc. 

2) Morphological: The morphological component will produce the past tense of 'rain' and give output 'rained'. 

3) Orthogonal: The orthogonal component adds full stop, capital letters at start of sentence, etc. 

DISCUSSION ON IMPLEMENTATION RESULTS 

                      For generating simple sentences and paragraphs Simplenlg, a JAVA API was used. Simplenlg is intended to function as 

a 'realization engine' for Natural Language Generation architectures, and has been used successfully in a number of projects, both 

academic and commercial. It is a tool to perform two of the above tasks of the pipeline architecture namely 'aggregation' and 

'linguistic realization'. The version of simplenlg used is v4.4 which is integrated with Eclipse editor.  

                      The input and outputs are specified in the following table:- 

Sr no function Input Output 

1 createSentence () A sentence eg (“my dog 

is happy") 

 

Stored in NLGElement 

object s1 

 

2 realiseSentence(s1) 

 

s1 Orthographically correct 

sentence 

(“My dog is happy.”) 

 

3 CreateClause() 

setSubject(subject) 

setVerb(verb) 

setObject(object) 

Subject, verb, object A full sentence 
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                                                                  Table 1 

 

CONCLUSION 

We have thus, described a six-stage architecture for natural language generation. The NLG system architectures have evolved since 

1980 till date with significant modifications in the general steps of the method to generate text. Currently, we have used Simplenlg 

realizer to generate simple sentences and paragraphs which is a JAVA API with inbuilt functions for almost all tasks. The future scope 

for this implementation will be writing codes ourselves for these inbuilt functions which means not using Simplenlg but writing java 

classes for carrying out all the NLG functions. 
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