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#### Abstract

This paper describes the design of $(31,11,5)$ BCH encoder and decoder using mathematical derivation where 31,11 and 5 represents the block length( n ), data length $(\mathrm{k})$ and maximum number of correctable errors $(\mathrm{t})$ respectively. By the use of Galois Field $\mathrm{GF}\left(2^{5}\right)$ the encoding and decoding are carried out with an irreducible polynomial of $\mathrm{x}^{5}+\mathrm{x}^{2}+1$.The codeword is formed in encoder side by appending redundant bits $(\mathrm{R}(\mathrm{X}))$ with the message bit and transmitted through the channel to the decoder side. In the meanwhile, the Flash memory is used to store codeword, later for correction part in decoder side. Decoder involves 3 important steps: 1) The Syndrome calculation(SC), 2) Berlekamp Massey Algorithm (BMA), 3)The Chein Search(CS). The result shows that maximum of 5 errors in any position of 31 bits can be corrected effectively.
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## INTRODUCTION

A block of memory can store a sequence of 0 's and 1 's which, depending on the context, can represent a number, a fragment of text or a piece of graphics. The digital systems represents values using two voltage levels (usually 0 V and +5 V ). With two such levels one can represent exactly two different values. These could be any two different values, but by convention we use the values 0 and 1 . These two values coincidently, correspond to the two digits used by binary numbering system. Bit is abbreviated for Binary Digit, which can hold either a 0 or a 1 . Bits are combined to form some meaningful data[1]. When eight bits are grouped together they are represented as a byte. Code is a symbolic representation of an information transform. Bit combinations are referred to as "Code words". When binary information can be transmitted from one device to another by electric wires or other communication medium, the system cannot guarantee that the same data is received by device on other side[2]. Therefore, Error Correcting Techniques were introduces to avoid such bit reversal errors. Error Correcting Control is very important in modern communication systems. There are two correcting codes, that are BCH (Bose, Chaudhuri, and Hocquenghem), Turbo, LDPC and RS (Reed-Solomon) codes, are being widely used in satellite communications, computer networks, magnetic and optic storage systems.


Figure 1 Block Diagram of BCH Encoder and Decoder
BCH codes are one of the most powerful random-error correcting cyclic codes. BCH codes can be defined by two parameters that are code size n and the number of errors to be corrected t [4]. BCH codes are polynomial codes that operate over Galois fields (or finite fields) [3]. In this paper, $(31,11) \mathrm{BCH}$ encoder and decoder are designed and they can detect and correct upto five errors In early stage, each character is a text message which is converted to a 11 bit binary data and is encoded to form 31 bit codeword. The BCH decoder is implemented with Berlekamp Massey Algorithm(BMA) and Chien Search (CS) Algorithm as shown in Fig. 1.

## BCH CODES

The BCH abbreviation stands for the discoverers, Bose and Chaudhuri (1960), and independently Hocquenghem (1959). These codes are multiple error correcting codes and generalization of the Hamming codes. The most common binary BCH codes are characterized for any positive integers m (equal to or greater than 3 ) and the number of errors detected and corrected t by following parameters.

Codeword length, $\mathrm{n}=2^{\mathrm{m}}-1$
Number of parity check bits, $n-k \leq m t$
Minimum distance, $\mathrm{d}_{\text {min }} \geq 2 \mathrm{t}+1$
where, m -primitive polynomial
k - data length
t - maximum number of correctable errors

Let us construct a generator polynomial for $\mathrm{BCH}(31,11)$ where, the code has 31 codeword bits, 20 redundant bits, corrects 5 errors $(t=5)$.The generator polynomial of this code is generated using primitive polynomial $x^{5}+x^{2}+1$ over Galois Field GF(32)[3] as shown in Table 1.

Table I Field of $\mathbf{3 2}$ Elements Generated by $\mathbf{x}^{\mathbf{5}}+\mathrm{x}^{\mathbf{2}}+\mathbf{1}$

| Power Form | Polynomial Form | $\begin{gathered} \text { 4-Tuple Form } \\ \alpha^{3}, \alpha^{2}, \alpha, 1 \end{gathered}$ | Minimal polynomial |
| :---: | :---: | :---: | :---: |
| ( 0 | 0 | 00000 | O |
| $\alpha^{31}, 1$ | 1 | 00001 | 1 |
| $\alpha$ | $\alpha$ | 00010 | $\mathrm{x}^{5}+\mathrm{x}^{2}+1$ |
| $\alpha^{2}$ | $\alpha^{2}$ | 00100 | $\mathrm{x}^{5}+\mathrm{x}^{2}+1$ |
| $\alpha^{3}$ | $\alpha^{3}$ | 01000 | $\mathrm{x}^{5}+\mathrm{x}^{4}+\mathrm{x}^{3}+\mathrm{x}^{2}+1$ |
| $\alpha^{4}$ | $\alpha^{4}$ | 10000 | $\mathrm{x}^{5}+\mathrm{x}^{2}+1$ |
| $\alpha^{5}$ | $\alpha^{2}+1$ | 00101 | $\mathrm{x}^{5}+\mathrm{x}^{4}+\mathrm{x}^{2}+\mathrm{x}+1$ |
| $\alpha^{6}$ | $\alpha^{3}+\alpha$ | 01010 | $\mathrm{x}^{5}+\mathrm{x}^{4}+\mathrm{x}^{3}+\mathrm{x}^{2}+1$ |
| a | $\alpha^{4}+\alpha^{2}$ | 10100 | $\mathrm{x}^{5}+\mathrm{x}^{3}+\mathrm{x}^{2}+\mathrm{x}+1$ |
| $\alpha^{8}$ | $\alpha^{3}+\alpha^{2}+1$ | 01101 | $\mathrm{x}^{5}+\mathrm{x}^{2}+1$ |
| $a^{9}$ | $\alpha^{4}+\alpha^{3}+\alpha$ | 11010 | $\mathrm{x}^{5}+\mathrm{x}^{4}+\mathrm{x}^{2}+\mathrm{x}+1$ |
| $\alpha^{10}$ | $\alpha^{4}+1$ | 10001 | $\mathrm{x}^{5}+\mathrm{x}^{4}+\mathrm{x}^{2}+\mathrm{x}+1$ |
| $\alpha^{11}$ | $\alpha^{2}+\alpha+1$ | 00111 | $\mathrm{x}^{5}+\mathrm{x}^{4}+\mathrm{x}^{3}+\mathrm{x}+1$ |
| $\alpha^{12}$ | $\alpha^{3}+\alpha^{2}+\alpha$ | 01110 | $\mathrm{x}^{5}+\mathrm{x}^{4}+\mathrm{x}^{3}+\mathrm{x}^{2}+1$ |
| $\alpha^{13}$ | $\alpha^{4}+\alpha^{3}+\alpha^{2}$ | 11100 | $\mathrm{x}^{5}+\mathrm{x}^{4}+\mathrm{x}^{3}+\mathrm{x}+1$ |
| $\alpha^{14}$ | $\alpha^{4}+\alpha^{3}+\alpha^{2}+1$ | 11101 | $\mathrm{x}^{5}+\mathrm{x}^{3}+\mathrm{x}^{2}+\mathrm{x}+1$ |
| $\alpha^{15}$ | $\alpha^{4}+\alpha^{3}+\alpha^{2}+\alpha+1$ | 11111 | $\mathrm{x}^{5}+\mathrm{x}^{3}+1$ |
| $\alpha^{16}$ | $\alpha^{4}+\alpha^{3}+\alpha+1$ | 11011 | $\mathrm{x}^{5}+\mathrm{x}^{2}+1$ |
| $\alpha^{17}$ | $\alpha^{4}+\alpha+1$ | 10011 | $\mathrm{x}^{5}+\mathrm{x}^{4}+\mathrm{x}^{3}+\mathrm{x}^{2}+1$ |
| $\alpha^{18}$ | $\alpha+1$ | 00011 | $\mathrm{x}^{5}+\mathrm{x}^{4}+\mathrm{x}^{2}+\mathrm{x}+1$ |
| $\alpha^{19}$ | $\alpha^{2}+\alpha$ | 00110 | $\mathrm{x}^{5}+\mathrm{x}^{3}+\mathrm{x}^{2}+\mathrm{x}+1$ |
| $\alpha^{20}$ | $\alpha^{3}+\alpha^{2}$ | 01100 | $\mathrm{x}^{5}+\mathrm{x}^{4}+\mathrm{x}^{2}+\mathrm{x}+1$ |
| $\alpha^{21}$ | $\alpha^{4}+\alpha^{3}$ | 11000 | $\mathrm{x}^{5}+\mathrm{x}^{4}+\mathrm{x}^{3}+\mathrm{x}+1$ |
| $\alpha^{22}$ | $\alpha^{4}+\alpha^{2}+1$ | 10101 | $\mathrm{x}^{5}+\mathrm{x}^{4}+\mathrm{x}^{3}+\mathrm{x}+1$ |
| $\alpha^{23}$ | $\alpha^{3}+\alpha^{2}+\alpha+1$ | 01111 | $\mathrm{x}^{5}+\mathrm{x}^{3}+1$ |
| $\alpha^{24}$ | $\alpha^{4}+\alpha^{3}+\alpha^{2}+\alpha$ | 11110 | $\mathrm{x}^{5}+\mathrm{x}^{4}+\mathrm{x}^{3}+\mathrm{x}^{2}+1$ |
| $\alpha^{25}$ | $\alpha^{4}+\alpha^{3}+1$ | 11001 | $\mathrm{x}^{5}+\mathrm{x}^{3}+\mathrm{x}^{2}+\mathrm{x}+1$ |
| $\alpha^{26}$ | $\alpha^{4}+\alpha^{2}+\alpha+1$ | 10111 | $\mathrm{x}^{5}+\mathrm{x}^{4}+\mathrm{x}^{3}+\mathrm{x}+1$ |
| $\alpha^{27}$ | $\alpha^{3}+\alpha+1$ | 01011 | $\mathrm{x}^{5}+\mathrm{x}^{3}+1$ |
| $\alpha^{28}$ | $\alpha^{4}+\alpha^{2}+\alpha$ | 10110 | $\mathrm{x}^{5}+\mathrm{x}^{3}+\mathrm{x}^{2}+\mathrm{x}+1$ |
| $\alpha^{29}$ | $\alpha^{3}+1$ | 01001 | $\mathrm{x}^{5}+\mathrm{x}^{3}+1$ |
| $\alpha^{30}$ | $\alpha^{4}+\alpha$ | 10010 | $\mathrm{x}^{5}+\mathrm{x}^{3}+1$ |

Let $\alpha$ be a primitive element in GF $\left(2^{m}\right)$. The generator polynomial $g(x)$ of the $t$ error-correcting BCH code of length $2^{m}-1$ is the lowest-degree polynomial over $\mathrm{GF}(2)[5]$ which has $\alpha, \alpha^{2}, \alpha^{3}, \ldots, \alpha^{2 t}$ as its roots [i.e., $g\left(\alpha^{i}\right)=0$ for $1 \leq i \leq 2 t$ ].

Consider $f_{i}(x)$ be the minimal polynomial of $\alpha^{i}$. Then $g(x)$ must be the least common multiple of $f_{1}(x), f_{2}(x), \ldots, f_{2 t}(x)$, that is, $g(x)=$ $\operatorname{LCM}\left\{\mathrm{f}_{1}(\mathrm{x}), \mathrm{f}_{2}(\mathrm{x}), \ldots, \mathrm{f}_{2 \mathrm{t}}(\mathrm{x})\right\}$. But, $g(x)$ is simplified to $g(x)=L C M\left\{f_{1}(x), f_{3}(x), \ldots, f_{2 t-1}(x)\right\}$ because every even power of primitive element will have same minimal polynomial as some odd power of the elements having the number of factors in the polynomial.

Lin and Costello, Pless, and Rorabaugh exhibit algorithms for finding them using cyclotomic cosets[6]. From Lin and Costello, the first four odd power of $\alpha$ minimal polynomials are:

$$
\begin{aligned}
& \alpha: f_{1}(x)=x^{5}+x^{2}+1 \\
& \alpha_{3}: f_{3}(x)=x^{5}+x^{4}+x^{3}+x^{2}+1 \\
& \alpha_{5}: f_{5}(x)=x^{5}+x^{4}+x^{2}+x+1 \\
& \alpha_{7}: f_{7}(x)=x^{5}+x^{3}+x^{2}+x+1
\end{aligned}
$$

Therefore, $g(x)=\operatorname{LCM}\left\{f_{1}(x), f_{3}(x), f_{5}(x), f_{7}(x)\right\}=f_{1}(x) f_{3}(x) f_{5}(x) f_{7}(x)$ (since these are irreducible).So

$$
\begin{aligned}
\mathrm{g}(\mathrm{x}) & =\left(\mathrm{x}^{5}+\mathrm{x}^{2}+1\right)\left(\mathrm{x}^{2}+\mathrm{x}^{4}+\mathrm{x}^{3}+\mathrm{x}^{2}+1\right)\left(\mathrm{x}^{5}+\mathrm{x}^{4}+\mathrm{x}^{2}+\mathrm{x}+1\right)\left(\mathrm{x}^{5}+\mathrm{x}^{3}+\mathrm{x}^{2}+\mathrm{x}+1\right) \\
& =\mathrm{x}^{20}+\mathrm{x}^{18}+\mathrm{x}^{17}+\mathrm{x}^{13}+\mathrm{x}^{10}+\mathrm{x}^{9}+\mathrm{x}^{7}+\mathrm{x}^{6}+\mathrm{x}^{4}+\mathrm{x}^{2}+1 \\
& =101100010011011010101
\end{aligned}
$$

## 1. BCH ENCODER:

Let us consider a binary word 1000100 which represents " $D$ " and it is placed in 11-bit information which is then appended with 20 bit sequence. Thus, 31 bit sequence is divided with generator polynomial to obtain a remainder.By combining the message sequence with the remainder sequence, the codeword is obtained (i.e., $c(x)=X^{n-k} M(x) \quad \bmod g(x)=X^{20} M(x)$ $=0000100010011001100100001101101)$. This type of encoding is called systematic encoding where message bit and check bits were placed one after the other.

When the encoded data is transmitted through a noisy channel, errors are included into the codeword[10]. This is because the data which is transmitted in the form of electromagnetic signal over a channel whenever an electromagnetic signal flows from one point to another, it is subjected to unpredictable interference from heat, magnetism and other forms of electricity. This interference can change the shape or timing of signal. If the signal is carrying encoded binary data, such changes can alter the meaning of data[11].

Therefore, the codewords can be tested by dividing the codeword sequence by generator polynomial. If the remainder produced is zero then we confirm that there is no error in the codeword or else error is present[7].

## 2. BCH DECODER:

Five errors are introduced to the codeword for applying the error correcting algorithm to detect those errors and to correct them. The received sequence is represented by $r(x)=0101100000011001100101001101111$ (bits in bold represents the error). The primitive polynomials are denoted as

$$
\begin{gathered}
\mathrm{f}_{1}(\mathrm{x})=\mathrm{f}_{2}(\mathrm{x})=\mathrm{f}_{4}(\mathrm{x})=\mathrm{f}_{8}(\mathrm{x})=100101 \\
\mathrm{f}_{3}(\mathrm{x})=\mathrm{f}_{6}(\mathrm{x})=11101 \\
\mathrm{f}_{5}(\mathrm{x})=\mathrm{f}_{10}(\mathrm{x})=\mathrm{f}_{9}(\mathrm{x})=110111 \\
\mathrm{f}_{7}(\mathrm{x})=101111
\end{gathered}
$$

### 2.1 SYNDROME CALCULATION

The number of syndrome elements is $2 * t=10$, to find $t=5$ errors[8]. Those syndrome elements are represented as $S_{1,} S_{2,} S_{3}, S_{4}, S_{5}, S_{6}$, $\mathrm{S}_{7}, \mathrm{~S}_{8,} \mathrm{~S}_{9}, \mathrm{~S}_{10}$ and they can be calculated by
$S_{1}(x)=r(x) \bmod f_{1}(x)=r(x) \bmod f_{1}(x)=\alpha^{23}$
$S_{2}(x)=r(x) \bmod f_{2}(x)=r(x) \bmod f_{1}(x)=\alpha^{15}$
$S_{3}(x)=r(x) \bmod f_{3}(x)=r(x) \bmod f_{3}(x)=\alpha^{20}$
$S_{4}(x)=r(x) \bmod f_{4}(x)=r(x) \bmod f_{1}(x)=\alpha^{30}$
$S_{5}(x)=r(x) \bmod f_{5}(x)=r(x) \bmod f_{5}(x)=\alpha^{7}$
$S_{6}(x)=r(x) \bmod f_{6}(x)=r(x) \bmod f_{3}(x)=\alpha^{9}$
$S_{7}(x)=r(x) \bmod f_{7}(x)=r(x) \bmod f_{7}(x)=\alpha^{15}$
$S_{8}(x)=r(x) \bmod f_{8}(x)=r(x) \bmod f_{1}(x)=\alpha^{29}$
$S_{9}(x)=r(x) \bmod f_{9}(x)=r(x) \bmod f_{5}(x)=\alpha^{25}$
$S_{10}(x)=r(x) \bmod f_{10}(x)=r(x) \bmod f_{5}(x)=\alpha^{14}$
Each syndrome equation is a function only of the errors in the received codeword.

### 2.2 BERLEKAMP MASSEY ALGORITHM (BMA)

Error locator polynomial is calculated iteratively by Berlekamp. Using Lin and Costello, a table is formed.
The "Key Equation" is given by

$$
\begin{array}{lr}
\sigma^{(\mu+1)}(x)=\sigma^{\mu}(x)+d_{\mu} d_{\rho}^{-1} x^{2(\mu-\rho)} \sigma^{(\rho)}(x) & ------ \text { equation } 1 \\
l_{\mu+1}=L=\operatorname{deg}\left(\sigma^{(\mu+1)}(x)\right) & \quad----- \text { equation } 2 \\
d_{\mu+1}=S_{2 \mu+1}+\sigma_{1}^{(\mu+1)} S_{2 \mu+2}+\sigma_{2}^{(\mu+1)} S_{2 \mu+1}+\cdots+\sigma_{L}^{(\mu+1)} S_{2 \mu+2-L}-\cdots-- \text { equation 3 }
\end{array}
$$

## Steps:

(i) Initialize $\mu=0, d_{\mu} \neq 0, \rho=-1 / 2$
(ii) Substitute $\sigma^{(\mu)}(x)=\sigma^{(0)}(x)=1_{,}, d_{\mu}=d_{0}=S_{1}, d_{\rho}^{-1}=d_{-\frac{1}{2}}^{-1}=1, \quad \sigma^{(\rho)}(x)=\sigma^{\left(-\frac{1}{2}\right)}(x)=1$ in equation 1

$$
\begin{aligned}
\sigma^{(1)}(x) & =\sigma^{0}(x)+d_{0} d_{-1 / 2}^{-1} x^{2\left(\frac{1}{2}\right)} \sigma\left(\frac{-1}{2}\right) \\
& =1+\alpha^{23}(1)^{-1} \mathrm{x}(1) \\
& =\boldsymbol{\alpha}^{23} \mathbf{x}+\mathbf{1}
\end{aligned}
$$

(iii) Substitute $\sigma^{(1)}(x)=\alpha^{23} \mathrm{x}+1$ in equation 2

$$
\begin{aligned}
1_{1} & =\operatorname{deg}\left(\sigma^{(1)}(x)\right) \\
& =\operatorname{deg}\left(\alpha^{23} x+1\right)=\mathbf{1}
\end{aligned}
$$

(iv) Substitute $S_{3}=\alpha^{20}, S_{2}=\alpha^{15}, \sigma_{1}^{(1)}=\alpha^{23}$ in equation 3

$$
\begin{aligned}
\mathrm{d}_{1} & =\mathrm{S}_{3}+\sigma_{1}^{(1)} \mathrm{S}_{2} \\
& =\alpha^{20}+\left(\alpha^{23}\right)\left(\alpha^{15}\right) \\
\mathbf{d}_{\mathbf{1}} & =\boldsymbol{\alpha}^{\mathbf{2 1}}
\end{aligned}
$$

(v) In similar way, for $\mu=1, d_{\mu} \neq 0, \rho=0, \sigma^{(2)}(\boldsymbol{x})=\boldsymbol{\alpha}^{29} \mathbf{x}^{2}+\boldsymbol{\alpha}^{23} \mathbf{x}+\mathbf{1}, \mathbf{1}_{2}=2$ and $\mathbf{d}_{2}=\boldsymbol{\alpha}$

$$
\begin{aligned}
& \text { for } \mu=2, d_{\mu} \neq 0, \rho=1, \sigma^{(3)}(\boldsymbol{x})=\boldsymbol{\alpha}^{3} \mathbf{x}^{3}+\boldsymbol{\alpha}^{12} \mathbf{x}^{2}+\boldsymbol{\alpha}^{23} \mathbf{x}+\mathbf{1}, \mathbf{l}_{3}=\mathbf{3} \text { and } \mathbf{d}_{3}=\boldsymbol{\alpha}^{15} \\
& \text { for } \mu=3, d_{\mu} \neq 0, \rho=2, \boldsymbol{\sigma}^{(4)}(\boldsymbol{x})=\boldsymbol{\alpha}^{12} \mathbf{x}^{4}+\boldsymbol{\alpha} \mathbf{x}^{3}+\boldsymbol{\alpha}^{17} \mathbf{x}^{2}+\boldsymbol{\alpha}^{23} \mathbf{x}+\mathbf{1}, 1_{4}=4 \text { and } \mathbf{d}_{3}=\boldsymbol{\alpha}^{7} \\
& \text { for } \mu=4, d_{\mu} \neq 0, \rho=3, \boldsymbol{\sigma}^{(5)}(\boldsymbol{x})=\boldsymbol{\alpha}^{26} \mathbf{x}^{5}+\boldsymbol{\alpha}^{24} \mathbf{x}^{4}+\boldsymbol{\alpha}^{14} \mathbf{x}^{3}+\boldsymbol{\alpha}^{13} \mathbf{x}^{2}+\boldsymbol{\alpha}^{23} \mathbf{x}+\mathbf{1}
\end{aligned}
$$

The last polynomial $\boldsymbol{\sigma}^{(5)}(\boldsymbol{x})=\boldsymbol{\alpha}^{26} \mathbf{x}^{5}+\boldsymbol{\alpha}^{24} \mathbf{x}^{4}+\boldsymbol{\alpha}^{14} \mathbf{x}^{3}+\boldsymbol{\alpha}^{13} \mathbf{x}^{2}+\boldsymbol{\alpha}^{23} \mathbf{x}+\mathbf{1}$ represents the final error locator polynomial. The Lin and Costello, a table [9] is finally formed using above calculations as shown in Table II.

Table II Lin and Costello Table

| $\boldsymbol{\mu}$ | $\boldsymbol{\sigma}^{(\mu)}(\mathbf{x})$ | $\mathbf{d}_{\boldsymbol{\mu}}$ | $\mathbf{l}_{\mu}$ | $\mathbf{2} \boldsymbol{\mu}-\mathbf{l}_{\boldsymbol{\mu}}$ |
| :---: | :---: | :---: | :---: | :---: |
| $\mathbf{- 1 / 2}$ | 1 | 1 | 0 | -1 |
| $\mathbf{0}$ | 1 | $\alpha^{23}$ | 0 | 0 |
| $\mathbf{l}$ | $\alpha^{23} \mathrm{x}+1$ | $\alpha^{21}$ | 1 | 1 |
| $\mathbf{2}$ | $\alpha^{29} \mathrm{x}^{2}+\alpha^{23} \mathrm{x}+1$ | $\alpha$ | 2 | 2 |
| $\mathbf{3}$ | $\alpha^{3} \mathrm{x}^{3}+\alpha^{12} \mathrm{x}^{2}+\alpha^{23} \mathrm{x}+1$ | $\alpha^{15}$ | 3 | 3 |
| $\mathbf{4}$ | $\alpha^{12} \mathrm{x}^{4}+\alpha \mathrm{x}^{3}+\alpha^{17} \mathrm{x}^{2}+\alpha^{23} \mathrm{x}+1$ | $\alpha^{7}$ | 4 | 4 |
| $\mathbf{5}$ | $\alpha^{26} \mathrm{x}^{5}+\alpha^{24} \mathrm{x}^{4}+\alpha^{14} \mathrm{x}^{3}+\alpha^{13} \mathrm{x}^{2}+\alpha^{23} \mathrm{x}+1$ | - | - | - |

Note: 1) Lin and Costello notations were used
2) $d_{\mu}$ represents discrepancy value

### 2.3 CHIEN SEARCH (CS) ALGORITHM

The roots of $\sigma^{(p)}(x)$ in GF $\left(2^{5}\right)$ should be found out by trial and error substitution [12]. If $\sigma^{(p)}(x)=\sigma^{(5)}(x)=\alpha^{26} x^{5}+\alpha^{24} x^{4}+\alpha^{14} x^{3}+\alpha^{13}$ $\mathrm{x}^{2}+\alpha^{23} \mathrm{x}+1=0$ is obtained by substituting $\mathrm{x}=0,1, \alpha, \alpha^{2}, \ldots, \alpha^{30}$ then they are considered as roots.

Example: $\sigma^{(5)}(0)=\alpha^{26}(0)^{5}+\alpha^{24}(0)^{4}+\alpha^{14}(0)^{3}+\alpha^{13}(0)^{2}+\alpha^{23}(0)+1=1 \neq 0$

$$
\sigma^{(5)}\left(\alpha^{2}\right)=\alpha^{26}\left(\alpha^{2}\right)^{5}+\alpha^{24}\left(\alpha^{2}\right)^{4}+\alpha^{14}\left(\alpha^{2}\right)^{3}+\alpha^{13}\left(\alpha^{2}\right)^{2}+\alpha^{23}\left(\alpha^{2}\right)+1=0
$$

$$
\sigma^{(5)}\left(\alpha^{4}\right)=\alpha^{26}\left(\alpha^{4}\right)^{5}+\alpha^{24}\left(\alpha^{4}\right)^{4}+\alpha^{14}\left(\alpha^{4}\right)^{3}+\alpha^{13}\left(\alpha^{4}\right)^{2}+\alpha^{23}\left(\alpha^{4}\right)+1=0
$$

$$
\sigma^{(5)}\left(\alpha^{9}\right)=\alpha^{26}\left(\alpha^{9}\right)^{5}+\alpha^{24}\left(\alpha^{9}\right)^{4}+\alpha^{14}\left(\alpha^{9}\right)^{3}+\alpha^{13}\left(\alpha^{9}\right)^{2}+\alpha^{23}\left(\alpha^{9}\right)+1=0
$$

Therefore, $\alpha^{2}, \alpha^{4}, \alpha^{9}, \alpha^{22}, \alpha^{30}$ are the roots. The bit position of error location will be the inverse of their roots $\left(\alpha^{2}, \alpha^{4}, \alpha^{9}, \alpha^{22}, \alpha^{30}\right)$ i.e., 0101000010000000000001000000010 . Thus, the error pattern polynomial can be written as $e(x)=x^{29}+x^{27}+x^{22}+x^{9}+x$. As a result, the transmitted or original data is recovered by performing modulo-2 addition for $\mathrm{r}(\mathrm{x})$ and $\mathrm{e}(\mathrm{x})$.

$$
\begin{aligned}
\mathrm{c}(\mathrm{x}) & =\mathrm{r}(\mathrm{x})+\mathrm{e}(\mathrm{x}) \\
& =0101100000011001100101001101111 \\
& =\underbrace{0000100010010011001100100001101101}_{\mathrm{M}(\mathrm{x})}
\end{aligned} \underbrace{001000010000000000001000000010}_{\mathrm{R}(\mathrm{x})}
$$

## CONCLUSION

The error correcting technique plays an important role in modern communication and digital storage systems. $(31,11,5) \mathrm{BCH}$ encoder and decoder are designed with mathematical derivations and upto 5 errors can be detected and corrected by using Berlekamp Massey Algorithm (BMA) and Chien Search (CS).
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