
International Journal of Engineering Research and General Science Volume 3, Issue 2, Part 2,  March-April, 2015                                                                                   
ISSN 2091-2730 

344                                                                                                   www.ijergs.org  

 

Abstract— facilitating effective user navigation through designing well-structured web site becomes a big challenge. This is because gap between 

users expectations and web developers understanding of how the website sh6uld be structured. The numbers of methods have been proposed to 

reorganize website to improve user navigation. As they completely reorganize website, new structure becomes unpredictable. We propose a 

mathematical programming method to reorganize Web structure with minimum changes in order to achieve better navigation efficiency. Heavily 

disoriented user should get more benefit from less disoriented user. 
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INTRODUCTION 

There are three most important activities on web i.e. search, navigation, and transaction. When users find   Website 

which he wants using search engines then before making transactions, Navigation is very important. As the Internet 

growing rapidly, it is quite difficult to find the desired information on the web.  So users having difficulty in locating the 

targets are very likely to leave a website even if its information is of high quality. The reason behind poor website design 

is that difference in user expectations and the web developers understanding of how website should be structured. Because 

of this, user cannot get their desired information. This problem is difficult as developers may not have a clear 

understanding of users’ expectations.   

 Previous proposed method has focused on various issues, such as  extracting template from web pages, finding relevant pages 

of given page. Our proposed system is closely related to improving user navigation using user navigation data. Generally, there are 

two classes for improving navigation efficiency i.e. web transformation and web personalization. 

Web personalization is dynamically reconstituting web pages for particular users using their profile and navigation data. 

In our proposed system we are concerned primarily with web transformations which reorganize link structure of website. 

Web transformation approaches are more appropriate for websites that have a built-in structure and store relatively static 

and stable contents. Web transformation approaches create or modify the structure of a website used for all users. 

 LITERATURE SURVEY 

Web personalization is the process of customizing a website according to needs of specific user. Perkowitz and Etzioni 

[8] propose a method that automatically synthesizes index pages. These pages contain links to pages pertaining to 

particular topics which based on the co-occurrence frequency of pages in user navigation. Mobasher et al. [18], [19], [20] 
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proposed a method which create clusters of user’s profiles from weblogs. After that, dynamically generate links for users 

who are classified into different categories according to their access patterns. Nakagawa and Mobasher [21] propose a 

hybrid personalization system. This system can dynamically switch between the user’s position in the site and 

recommendation models based on degree of connectivity.  

Web transformation involves altering the structure of a website to facilitate the navigation for a large no. of users [22] 

instead of personalizing pages for specific users. Fu et al. [23] describe a method to reorganize webpages so as to provide 

users with their desired information in fewer clicks and have easy navigation. But, this method considers only local 

structures in a website instead of the site as a whole, so the new structure may not be always optimal. Gupta et al. [25] 

propose a heuristic method based on simulated annealing. In this method webpages are relink to improve navigability. Use 

of the aggregate user preference data can improve the link structure in websites for both wired and wireless devices. 

However, this approach takes relatively a long time (10 to 15 hours) to run even for a very small website. Lin [26] design 

an integer programming models to reorganize a website based on the cohesion between pages to reduce search depth for 

users and information overload. There are many differences between web transformation and personalization approaches. 

First, personalization approaches dynamically reconstitute pages for individual users while, transformation approaches 

create or modify the structure of a website used for all users. So, there is no predefined/built-in web structure for 

personalization approaches. Second, Personalization approaches need to collect information associated with individual 

users (known as user profiles) in order to understand the preference of individual users. This is time-consuming process is 

not required for transformation approaches.  

Fig1. Proposed System Architecture 

 

Third, transformation approaches make use of aggregate usage data from weblog files and do not require tracking the past 
usage for each user while dynamic pages are typically generated based on the users’ traversal path. Thus, personalization 
approaches are more suitable for dynamic websites whose contents are more volatile and transformation have a built-in 
approaches are more appropriate for websites that structure and store relatively static and stable contents 

III     IMPLEMENTATION 

Architecture 

We use web server log files as input to our system, which consist of user navigation data. In order to examine the 

interaction between user and a website, the web log files must be broken up into user sessions file. A session is a group of 

activities performed by a user during his visit to a site. Previous studies propose timeout methods to demarcate sessions 
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from raw weblog files.  A session may include one or more target pages, as a user may visit several targets during a single 

session. The metric used in our propose system is the number of paths traversed to find one target; we use a different term 

mini session to refer to a group of pages visited by a user for only one target. So, a session may contain one or more mini 

sessions, each of which comprises a set of paths traversed to reach the target. The page-stay timeout heuristic algorithm is 

use to demarcate mini sessions. If the time spent on a web page is greater than a timeout threshold then that page is 

considered as target page. The intension is that a user generally spends more time reading on the page that they find 

relevant than those they do not. Though it is not possible to identify user sessions unerringly from weblog files, we find 

the page-stay heuristic algorithm an appropriate method for the context of our problem. After extracting mini session, we 

build navigation graph. On that various constraints and mathematical model is applied to get improved navigation pattern 

with minimal changes.   

 

Mathematical MODEL 

Our problem can be regarded as a special graph optimization problem. We consider a website as a directed graph, with 

nodes representing pages and arcs representing links. Let N be the set of all webpages and λij, where i, j ε N, denote page 

connectivity in the current structure, with λij = 1 indicating page i has a link to page j, and λij =0 otherwise.  

 

The current out-degree for page i is denoted by Wi =  From the log files, we obtain the set T of all mini sessions. 

For a mini session S ε T, we denote tgt(S) the target page of S. Let Lm (s) be the length of S, i.e., the number of paths in S, 

and Lp (k, s), for 1 ≤ k ≤ Lm (s), be the length of the k
th
 path in S, i.e., the number of pages in the k

th
 path of S. We further 

define docno(r; k; S), for 1 ≤ k ≤ Lm (s) and 1 ≤ r ≤ Lp (k, s), as the r
th
 page visited in the k

th
 path in S. Take the mini session 

S in Fig. 2 for example, it follows that Lm (s) = 3; Lp (1, s) =3, and docno (1; 1; S) = A, as this mini session has three paths 

and the first path has three pages (A, D, and H) in which page A is the first page. 

We define E = {(i; j): i; j ε N and ƎS ε T such that i ε S and j = tgt (S)} and NE = {i: (i, j) ε E}. In essence, E is the 

set of candidate links that can be selected to improve the site structure to help users reach their targets faster. Our problem 

is to determine whether to establish a link from i to j or (i, j) ε E. Let xij ε (0, 1) denote the decision variable such that xij = 

1 indicates establishing the link. 

As explained earlier, Webmasters can set a goal for user navigation for each target page, which is denoted by bj 

and is termed the path threshold for page j. Given a mini session S with target page j and a path threshold bj, we can 

determine whether the user navigation goal is achieved in S by comparing the length of S, i.e., Lm (S), with path threshold 

(bj) for the target page of S. If the length of S is larger than bj, it I indicates the user navigation in S is “below” the goal. 

Then, we need to alter the site structure to improve the user navigation in S to meet the goal. Otherwise, no improvement 

is needed for S. 

Intuitively, given path thresholds, we can determine which mini sessions need to be improved and hence are relevant to 

our decision (termed relevant mini sessions). Table 1 provides a summary of the notations used in this paper. The problem 

of improving the user navigation on a website while minimizing the changes to its current structure can then be 

formulated as the mathematical programming model below: 

 

Minimize  
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TABLE 1 
Summary of Notation 

Notation             Definition 

S A mini session that contains the set of paths traversed by a user to locate one target page. 

T The set of all identified mini sessions. 

TR The set of all relevant mini sessions. 

N The set of all web pages 

 1 if page i has a link to page j in the current structure; 0 otherwise 

E The set of candidate links which can be selected for improving user navigation. 

ER The set of relevant candidate links 

NE The set of source node of links in set E 

Wi The current out degree of page i 

Ci The out degree threshold for page i 

Pi The no. of links that exceed the out-degree threshold  ci in page i 

M Multiplier for penalty term in the objective function 

bj The path threshold for mini session in which page j is the target page 

as
ijkr 1 if I is the rth  path and j is the target page in mini session s; 0 otherwise 

xij 1 if the link from page i to j is selected , 0 otherwise 

Cs
kr

 1 if in mini session s, a link from rth  page in the  kth path to the target is selected; 0 otherwise 

Tgt(s) The target page of mini session s 

 

 

 

 

Subject to  
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The objective function minimizes the cost needed to improve the website structure, where the cost consists of two 

components: 1) the number of new links to be established (the first summation), and 2) the penalties on pages containing 

excessive links, i.e., more links than the out-degree threshold (Ci), in the improved structure (the second summation). 

 We have noted that some existing links may often be neglected by users due to poor design or ambiguous labels. 

Such links should be improved first before any new links are established. Therefore, we introduce [1-λij (1-ε)], where ε is 

a very small number, in the objective function to let the model select existing links whenever possible. Note that if (1 - ε) 

is not present, then there is no cost in choosing an existing link, and this could lead to a number of optimal. As an extreme 

example, if (1- ε) is removed and the penalty term is not included, the costs of establishing new links, i.e., 

 when selecting all existing links are the same as the costs when none of them is selected. This 

occurs because there is no cost in selecting an existing link, i.e., (1-λij) = 0, when λij = 1. Thus, we add (1-ε) to impose a 

very small cost on improving an existing link such that the model will select the minimal number of existing links for 

improvement.  

Choice of Parameter Values for the Model 

a. Path Threshold 

The path threshold represents the goal for user navigation that the improved structure should meet and can be obtained 

in several ways. First, it is possible to identify when visitors exit a website before reaching the targets from analysis of 

weblog files. Hence, examination of these sessions helps make a good estimation for the path thresholds. Second, 

surveying website visitors can help better understand users’ expectations and make reasonable selections on the path 

threshold values. For example, if the majority of the surveyed visitors respond that they usually give up after traversing 

four paths, then the path threshold should be set to four or less. Third, firms like comScore and Nielsen have collected 

large amounts of client-side web usage data over a wide range of websites. Analyzing such data sets can also provide 

good insights into the selection of path threshold values for different types of websites.  

Although using small path thresholds could result in more improvements in web user navigation in general, our 

experiments showed that the changes (costs) needed increase significantly as the path threshold decreases. Sometimes, 

additional improvements in user navigation from using a small threshold are too little to justify the increased costs. Thus, 

Webmasters need to cautiously consider the tradeoff between desired improvements to user navigation and the changes 

needed when selecting appropriate values for path threshold. A cost benefit analysis that compares “benefits” and “costs” 

of using different path thresholds can be useful for this purpose. In the context of our problem, we can view the number of 

new links needed as the cost and the improvement on user navigation (this, for instance, can be measured as the average 

number of paths shortened by the improved structure) as the benefit. The benefit-cost ratio (BCR) that is used for the 

analysis of the cost effectiveness of different options can be expressed as (improvement on user navigation)/ (number of 

new links).  

 

b. Out- Degree Threshold 
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Webpages can be generally classified into two categories: index pages and content pages. An index page is designed to 

help users better navigate and could include many links, while a content page contains information users are interested in 

and should not have many links. Thus, the out-degree threshold for a page is highly dependent on the purpose of the page 

and the website. Typically, the out-degree threshold for index pages should be larger than that for content pages. In 

general, the out-degree threshold could be set at a small value when most webpages have relatively few links, and as new 

links are added, the threshold can be gradually increased. Note that since our model does not impose hard constraints on 

the out-degrees for pages in the improved structure, it is less affected by the choices of out-degree thresholds as compared 

to those in the literature.  

 

c. Multiplier for the Penalty Term 

 The use of the penalty term can prevent the model from adding new links to pages that already have many links. This 

helps keep the information load low for user at the cost of inserting more new links into other pages with small out-

degrees. Generally, if a website have both pages with small out-degrees and pages with very large out-degrees, then it is 

reasonable to use a large multiplier (m) to avoid clustering too many links in a page. If the out-degrees are relatively small 

for all pages, then it could be more appropriate to use a relatively small multiplier to minimize the total number of new 

links added. When our model is used for website maintenance, a small multiplier could be used in the beginning when 

out-degrees are generally small for most pages, and as new links are inserted, a larger multiplier is needed to prevent 

adding extra links to pages that already have many links.  

IV    RESULT SET 

We experimented the model with two out-degree thresholds, i.e., C = 20 and C = 40, and two multipliers for the penalty 

term, i.e., m = 0 and m = 5, on each synthetic data set. Noticeably, the times for generating optimal solutions are low for 

all cases and parameter values tested, ranging from 0.05 to 24.727 seconds. This indicates that the MP model is very 

robust to a wide range of problem sizes and parameter values. Particularly, the average solution times for website with 

1,000, 2,000, and 5,000 pages are 0.231, 1.352, and 3.148 seconds. While the solution times do go up with the number of 

webpages, they seem to increase within a reasonable range. 

Besides these data sets, two large websites with 10,000 and 30,000 pages were generated and experimented with 

300,000, 600,000, and 1.2 million mini sessions to emphasize the fact that the model presented here is scalable to an even 

larger extent. The solution times are also remarkably low even in this case, varying from 1.734 to 33.967 seconds. In 

particularly, the average solution times for websites with 10,000 and 30,000 pages are 3.727 and 6.086 seconds, 

respectively. While the solution times also increase with the size of the website, they seem to increase linearly or slower. 

 

TABLE 2 

Evaluation Result on Improved Website Using Number of Paths per Mini Session for T=5 Min 

 

Multiplier 

for 

penalty 

Avg. no. of paths improved Website and no. of 

new link needed 

Out-degree threshold Out-degree threshold c=40  
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term(m) c=20 

b=1 b=2 b=3 b=1 b=2       b=3  

0 

 

 

1 

 

 

5 

1.335 

(5,794) 

 

1.436 

(5794) 

 

1.346 

(5794) 

1.589 

(1145) 

 

1.632 

(1166) 

 

1.693 

(1182) 

1.785 

(467) 

 

1.825 

(482) 

 

1.855 

(514) 

1.335 

(5794) 

 

1.439 

(5813) 

 

1.351 

(5839) 

1.589 

(1145) 

 

1.650 

(1214) 

 

1.680 

(1399) 

1.785 

(467) 

 

1.827 

(502) 

 

1.840 

(555) 

 

 

 

V   Conclusion 

We proposed a mathematical programming model to improve the navigation effectiveness of a website while minimizing 

changes to its current structure, a critical issue that has not been examined in the literature. The MP model was observed 

to scale up very well, optimally solving large-sized problems in a few seconds in most cases on a desktop PC. The 

comparison showed that our model could achieve comparable or better improvements than the heuristic with considerably 

fewer new links. To validate the performance of our model, we have defined two metrics and used them to evaluate the 

improved website using simulations. 

VI    Future Scope 

The paper can be extended in several directions in addition. For example, techniques that can accurately identify users’ 

targets are critical to our model and future studies may focus on developing such techniques. As another example, our 

model has a constraint for out-degree threshold, which is motivated by cognitive reasons. The model could be further 

improved by incorporating additional constraints that can be identified using data mining methods. For instance, if data 

mining methods find that most users access the finance and sports pages together, then this information can be used to 

construct an additional constraint. 
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