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Abstract— Now a days posting reviews on products is one of the popular way for expressing opinions and grievances 

toward the products brought or services received. By making Analysis of those number of reviews available would produce useful as 

well as actionable knowledge that could be of economic values to vendors and other interested parties. From  this the problem of 

mining reviews for product and predicting the sales performance are tackled. Currently, there are many challenges in translating 

human affect into explicit representations. The current and sentiment analysis algorithms uses simple terms to express opinions  about 

a product or particular service. But the cultural factors, traditional linguistic barriors and differing contexts make it extremely difficult 

to turn a string of written text into a simple pro or con sentiments. The research in the field started with sentiment and subjectivity 

classification, which treated the problem as a text classification problem. Sentiment classification classifies whether product reviews 

or sentence expresses a positive or negative opinion. Subjectivity classification determines whether a sentence is subjective or 

objective. Many real-life applications, however, require more detailed analysis because users often want to know the subject of 

opinions. The present work focuses on the categorization of a plain input text to inform a Text To Speech system about the most 

appropriate sentiment to automatically synthesize expressive speech at the sentence level. A new task in text sentiment analysis adds 

usefulness scoring to  opinion extraction to improve ranking services of product reviews, in helping shoppers and vendors leverage 

information from multiple sources .In order to model the multifaceted nature of sentiments, the  reviews and the sentiments behind 

them are viewed as an outcome of the joint contribution of a number of hidden factors, and propose a novel approach to sentiment 

mining based on Probabilistic Latent Semantic Analysis, which is called Sentiment Probabilistic Latent Semantic Analysis. In addition 

to this reviews are also evaluated using Text To Speech System with other language and consider a temporal analysis for the evolution 

of conversation. Text-to-speech system converts normal language text into speech; other systems render symbolic linguistic 

representations like phonetic transcriptions into speech. 
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INTRODUCTION 

The ever-growing amount of available information in the Social Web fosters the proliferation of business and research 

activities around the relatively new fields of opinion mining and sentiment analysis. The automatic analysis of user-generated content 

such as online news, reviews, blogs, and tweets, in fact, can be extremely valuable for tasks such as mass opinion estimation, 

corporate reputation measurement, political orientation categorization, stock market prediction, customer preference, and public 

opinion study. Communication platforms, such as blogs, wikis, online forums, and social-networking groups, have become a rich data-

mining source for the detection of public opinions [3],[8],[9],[22].It has become a common practice for e-commerce websites to 
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provide the venues and facilities for people to publish their reviews, with a prominent example being Amazon (www.amazon.com). 

Reviews are also prevalent in blog posts, social networking websites as well as dedicated review websites such as Epinions .A lot of 

conceptual rules, in fact, govern the expression of opinions and sentiments and there exist even more clues that can convey these 

concepts from realization to verbalization in the human mind. For instance, a company can study the public sentiment in tweets to 

obtain users’ feedback towards its products; while a politician can adjust his/her position with respect to the sentiment change of the 

public. Publicly available opinions provide valuable information for decision-making processes based on a new collective intelligence 

paradigm referred to as crowd sourcing. This has inspired research in opinion mining and sentiment analysis to develop methods for 

automatically detecting emotions, opinions, and other evaluations from texts. 

One of the most relevant applications of opinion mining and sentiment analysis is aspect-based summarization.[8],[17] 

Broadly speaking, given a collection of opinion posts, this task is aimed at obtaining relevant aspects(such as product features), along 

with associated sentiment information expressed by customers (usually an opinion word and/or a polarity score).Aspect-based 

summarization is usually composed of three main tasks: aspect identification, sentiment classification, and aspect rating. Aspect 

identification is focused on extracting the set of aspects or product features from the source collection. The word aspect is intended to 

represent the opinion or sentiment targets, which are also referred to as product features3 when the collection of posts—typically, 

customer reviews—is about products or services. For example, given the sentence, ―The bed was comfortable‖ in a review about a 

hotel room, the aspect being referred to is ―bed‖ and the opinion is positively expressed by means of the opinion word ―comfortable.‖ 

The sentiment classification task consists of determining the opinions about the aspects and/or their polarities, where as 

aspect rating leverages the relevance of aspects and their opinions to properly present them to users. 

 

RELATED WORK 

A growing number of recent studies have focused on the economic values of reviews, exploring the relationship between the 

sales performance of products and their reviews [1], [6], [23], [24]. Since what the general public thinks of a product can no doubt 

influence how well it sells, understanding the opinions and sentiments expressed in the relevant reviews is of high importance, 

because collectively these reviews reflect the ―wisdom of crowds‖(what the general public think) and can be a very good indicator of 

the product’s future sales performance. This work concerned with generating actionable knowledge by developing models and 

algorithms that can utilize information mined from reviews. Such models and algorithms can be used to effectively predict the future 

sales of products, which can in turn guide the actions of the stakeholders involved.  

Prior studies on the predictive power of reviews have used the volume of reviews or link structures to predict the trend of 

product sales [1], [5], failing to consider the effect of the sentiments present in the blogs. It has been reported [1],[5] that although 

there seems to exist strong correlation between the volume of reviews and sales spikes, using the volume or the link structures alone 

do not provide satisfactory prediction performance. Indeed, as we will illustrate with an example, the sentiments expressed in the 

reviews are more predictive than volumes.  

In addition ,another important aspect that has been largely overlooked by those prior studies, is the effect of the reviews’ 

quality on their predictive power. Quality wise, not all reviews are created equal. Especially in an online setting where anybody can 

post virtually anything, the quality of reviews can vary to a great extent. Examples of ―bad‖ reviews include very short insulting 

comments with no substance like ―This book sucks,‖ or long and tedious reviews that are simply duplicates of the product 

descriptions. Reviews poorly written, reviews containing no subjective judgment, or even spam reviews, may actually negatively 

affect the accuracy of the prediction, if they are not properly taken care of. 
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Previous work on extracting product features from customer reviews has mainly relied on natural language processing 

(NLP).[2] Part-of-speech (POS)tagging, shallow parsing techniques, and dependency grammars have been widely applied to identify 

both noun phrases that act as potential features and opinion words that affect them through syntactical dependencies. 

Using the double-propagation strategy[11] allows the incremental identification of features and opinion words from a 

predefined initial set (usually a lexicon of opinion words). Generally, NLP-based approaches present good precision but low recall 

figures because they depend onthe definition of extraction patterns, which are dependent on both the particular language and the 

reviews application domain. Another limitation of NLP-based approaches is that they don’t account for feature relevance. Thus, an 

additional process is required for scoring the identified features. Most approaches just apply simple statistics such as word counts to 

rank the features. 

[21] A recent approach [20] applies the Hyperlink-Induced Topic Search (HITS) [19] algorithm to score the identified 

features according to their interaction with opinion words. In contrast to our proposal, these scoring schemes aren’t used to discover 

new features and opinion words from customer reviews, but only to rank features already identified through some NLP-based method. 

Other recent approaches propose to extract sentiment and aspect words from corpora [7], [12]-[14]. In these approaches, the objective 

isn’t to find specific product features ,but some predefined broader aspects. Usually, these approaches state the problem as a particular 

case of statistical inference such as Latent Dirichlet Allocation(LDA), where latent topics are intended to represent the aspects and/or 

sentiments. The main limitation of all such approaches is that they need to fix a number of latent topics that aren’t known a priori. 

Furthermore, even if an optimal number of topics is found, topics aren’t ensured to represent true aspects. 

There have been a large number of research studies and industrial applications in the area of public sentiment tracking and 

modeling. Previous research like O’Connor et al.[4] focused on tracking public sentiment on Twitter and studying its correlation with 

consumer confidence and presidential job approval polls. Similar studies have been done for investigating the reflection of public 

sentiment on stock markets [15] and oil price indices [14]. They reported that events in real life indeed have a significant and 

immediate effect on the public sentiment on Twitter. However, none of these studies performed further analysis to mine useful 

insights behind significant sentiment variation, called public sentiment variation. One valuable analysis is to find possible reasons 

behind sentiment variation, which can provide important decision-making information. For example, if negative sentiment towards 

Barack Obama increases significantly, the White House Administration Office may be eager to know why people have changed their 

opinion and then react accordingly to reverse this trend. Another example is, if public sentiment changes greatly on some products, the 

related companies may want to know why their products receive such feedback. 

 

MINING ONLINE REVIEWS 

 

1.  Domain-Driven Data Mining (D3m) 

 

In the past few years, domain-driven data mining has emerged as an important new paradigm for knowledge discovery [9], [10]. 

Motivated by the significant gap between the academic goals of many current KDD methods and the real-life business goals, D3 

advocates the shift from data centered hidden pattern mining to domain-driven Actionable Knowledge Discovery (AKD). The work 

presented in this paper can be considered as an effort along this direction in that 1) we aim to deliver actionable knowledge by making 

predictions of sales performance, and 2) in developing the prediction model, we try to integrate multiple types of intelligence, 

including human intelligence, domain intelligence, and network intelligence (Web intelligence). 
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2.  Review Mining 

 

With the rapid growth of online reviews, review mining has attracted a great deal of attention. Early work in this area was 

primarily focused on determining the semantic orientation of reviews. Among them, some of the studies attempt to learn a 

positive/negative classifier at the document level. Pang et al. [11] employ three machine learning approaches (Naive Bayes, Maximum 

Entropy, and Support Vector Machine) to label the polarity of IMDB movie reviews. In follow-up work, they propose to first extract 

the subjective portion of text with a graph min-cut algorithm, and then feed them into the sentiment classifier [12]. Instead of applying 

the straightforward frequency-based bag-of-words feature selection methods, Whitelaw et al. [7] defined the concept of ―adjectival 

appraisal groups‖ headed by an appraising adjective and optionally modified by words like ―not‖ or ―very.‖ Each appraisal group was 

further assigned four type of features: attitude, orientation, graduation, and polarity. They report good classification accuracy using the 

appraisal groups. They also show that the classification accuracy can be further boosted when they are combined with standard ―bag-

of-words‖ features. We use the same words and phrases from the appraisal groups to compute the reviews’ feature vectors, as we also 

believe that such adjective appraisal words play a vital role in sentiment mining and need to be distinguished from other words. 

However, as will become evident in Section 4, our way of using these appraisal groups is different from that in [7]. There are also 

studies that work at a finer level and use words as the classification subject. They classify words into two groups, ―good‖ and ―bad,‖ 

and then use certain functions to estimate the overall ―goodness‖ or ―badness‖ score for the documents. Kamps and Marx [13] propose 

to evaluate the semantic distance from a word to good/bad with WordNet. Turney [14] measures the strength of sentiment by the 

difference of the Mutual Information (PMI) between the given phrase and ―excellent‖ and the PMI between the given phrase and 

―poor.‖ Extending previous work on explicit two-class classification, Pang and Lee [15], and Zhang and Varadarajan [16] attempt to 

determine the author’s opinion with different rating scales (i.e., the number of stars). Liu et al. [17] build a framework to compare 

consumer opinions of competing products using multiple feature dimensions. After deducting supervised rules from product reviews, 

the strength and weakness of the product are visualized with an ―Opinion Observer.‖ Our method departs from conventional sentiment 

classification in that we assume that sentiment consists of multiple hidden aspects, and use a probability model to quantitatively 

measure the relationship between sentiment aspects and reviews as well as sentiment aspects and words. 

 

3.  Economic Impact Of Online Reviews 

 

Whereas marketing plays an important role in the newly released products, customer word of mouth can be a crucial factor that 

determines the success in the long run, and such effect is largely magnified thanks to the rapid growth of Internet. Therefore, online 

product reviews can be very valuable to the vendors in that they can be used to monitor consumer opinions toward their products in 

real time, and adjust their manufacturing, servicing, and marketing strategies accordingly. Academics have also recognized the impact 

of online reviews on business intelligence, and have produced some important results in this area. Among them, some studies attempt 

to answer the question of whether the polarity and the volume of reviews available online have a measurable and significant effect on 

actual customer purchasing. To this end, most studies use some form of hedonic regression  to analyze the significance of different 

features to certain function, e.g., measuring the utility to the the consumer. Various economic functions have been utilized in 

examining revenue growth, stock trading volume change as well as the bidding price variation on commercial websites, such as 

Amazon and eBay. In most of the studies, the sentiments are captured by explicit rating indication such as the number of stars; few 

studies have attempted to exploit text mining strategies for sentiment classification.  
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4.  Assessing the Review Helpfulness 

 

Compared to sentiment mining, identifying the quality of online reviews has received relatively less attention. A few recent studies 

along this direction attempt to detect the spam or low-quality posts that exist in online reviews. Jindal and Liu [17] present a 

categorization of review spams, and propose some novel strategies to detect different types of spams. Liu et al. [18] propose a 

classification-based approach to discriminate the low quality reviews from others, in the hope that such a filtering strategy can be 

incorporated to enhance the task of opinion summarization. Elkan develops a complete framework that consists of six different 

components, for retrieving and filtering online documents with uneven quality.  

 

SENTIMENT CLASSIFICATION 

 

Sentiment classification classifies whether product reviews or sentence expresses a positive or negative opinion. Subjectivity 

classification determines whether a sentence is subjective or objective. Many real-life applications, however, require more detailed 

analysis because users often want to know the subject of opinions. The present work focuses on the categorization of a plain input text 

to inform a Text To Speech system about the most appropriate sentiment to automatically synthesize expressive speech at the sentence 

level. A new task in text sentiment analysis adds usefulness scoring to polarity/ opinion extraction to improve product review ranking 

services, helping shoppers and vendors leverage information from multiple sources .In order to model the multifaceted nature of 

sentiments, the sentiments embedded in reviews are viewed as an outcome of the joint contribution of a number of hidden factors, and 

propose a novel approach to sentiment mining based on Probabilistic Latent Semantic Analysis, which is called Sentiment 

Probabilistic Latent Semantic Analysis. In addition to this reviews are also evaluated using Text To Speech System with other 

language and consider a temporal analysis for the evolution of conversation. Text-to-speech system converts normal language text into 

speech; other systems render symbolic linguistic representations like phonetic transcriptions into speech. 

 

The present work focuses on the automatic detection and classification of such emotions with the specific perspective of an 

eventual integration into a text-to-speech (TTS) system. Emotion detection is thus viewed as the requisite first step in the generation of 

naturally expressive synthetic speech, where ideally any emotion conveyed would be congruent with the subject matter and discourse 

context at hand. In future it can be used to review the websites. So, that user can found related data from large databases. 

 

LIMITATIONS OF EXISTING SYSTEM  

 

 Existing system in sentiment classification classifies whether product reviews or sentence expresses a positive opinion or 

negative opinion.  

 Text to speech synthesis was not there.  

 Whereas in an existing system an user can only give only limited reviews. Whereas Proposed system can provide a user 

unlimited review for particular product as per his emotions along with Text to speech.  
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PROPOSED SYSTEM 

Measuring the information content from the information of an ontology is an important task. Information Content is useful 

for further measurement of the similarities in reviews. Although the state-of-art metrics measure IC, makes use of external knowledge 

based or intrinsic hyponymy relations only. A current complex form of ontology conceptualizes a class explicitly with the help of the 

hyponymy classes and the asserted relations and restrictions. Therefore, we propose a modified metric for measuring IC intrinsically 

taking both the concept-to-concept and the concept-to-property relations. We evaluate our system theoretically andwith experimental 

data. Our evaluation shows the effectiveness of our modified metric for extracting intrinsic information content to measure semantic 

similarity among concepts in an ontology. 

 

Moreover, the conventional SA solutions borrowed from the NLP scenario may need to be adapted to the Text To Speech 

environment because they are usually set to work with compilations of long texts that are not analyzed at sentence-level . Some 

previous work has tackled this short text setting with heuristic approaches by effectively weighting the lexicon and then spotting 

keywords in the sentences. The present work focuses on the categorisation of a plain input text to inform a TTS system about the most 

appropriate sentiment (positive, negative and neutral) to automatically synthesize expressive speech at the sentence level. 

 

 Given that the information provided by a sentence is rather reduced, some approaches based on the latter ML methods also 

proposed using additional texts to infer further links with affect .Other works, instead, delved into the relevant characteristics of the 

available text of analysis without enlarging the data. Figure of  Overview of the Sentiment Analysis framework under study, which 

considers both the diversity in the nature of the features extracted from the text and the diversity in the learning principles of the 

classifiers, and selects the most effective system for the problem at hand. to process. In a TTS environment, which is expected to 

perform in real time, the SA task shall not overburden the TTS conversion process. What is more, collecting useful text for the 

problem at hand is difficult as it requiresmany human evaluators. Due to resource limitations, experiments are restricted to 

existing labelled corpora. Hence, this work focuses on exploiting only the available short text of analysis. In any case, though, a 

comprehensive study of the size of the corpus and its impact on the computational performance is left for future works. 

 

 

              

 

Fig 1. Overview of the Sentiment Analysis framework . 
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CONCLUSION 

We have proposed a new strategy for the data-driven analysisof emotion in text. This strategy articulates around two 

coupledphases: (i) separately encapsulate both the foundations of thedomain considered and the overall affective fabric of the 

language,and (ii) exploit the emergent relationship between thesetwo semantic levels of description in order to inform the emotion 

classification process. We address (i) by leveraging the latenttopicality of two distinct corpora, as uncovered by a globalLSM analysis. 

Domain and affective descriptions are then superimposedto produce the desired connection between all termsand emotional 

categories.It thus appears to be a promising solution for automaticemotion analysis in text . Future efforts will concentrate on 

expanding the basicpremise underlying latent affective analysis into a more generalframework which supports different mapping 

instantiations.And  integrating the new frameworkinto the text analysis component of our TTS system. Inorder to achieve affective 

congruence, it is necessary to properlytranslate any emotion detected into appropriate prosodiceffects. 
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