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Abstract— Over the past few years, a new computer security problem has arisen, malwares and spywares. Anti-Virus 

techniques cannot deal with such applications or code, due to their silent infection techniques and their differences from a 

regular virus. Various Anti-Spyware programs have been implemented as a counter-measure but most of these programs work 

using the signature method, which is weak against new spyware. We has presented a data-mining framework that detects new, 

previously unseen malicious executables by checking their source code. This paper takes our work as a candidate and applies 

its techniques against a new spyware dataset collected, to see whether their techniques can be used against this new threat.  
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Introduction: 

Datamining is the actual process of handling data from different sources summarizing it into useful information. Data 

mining can also be termed as Knowledge Discovery in Data (KDD). Data mining has many applications in security 

including in national security (e.g., surveillance,etc) as well as in cyber security (e.g., virus detection,etc).Installing a 

rootkit is usually the first thing that an attacker will do after gaining access to a system, as this will ensure that the attack 

will remain undetected.We have used Bayesian classification, in Bayesian classification we have a hypothesis that the 

given data belongs to particular class. We then calculate the probability for the hypothesis to be true. This is among the 

most practical approaches for certain types of problems. The approach requires only one scan of the whole data. Also, if at 

some stage there are additional training data, then each training example can incrementally increase/decrease the 

probability that a hypothesis is corrected. 

Methodology: 

 Following are the algorithms used in proposed system: 

1.Ripper algorithm: 

The first algorithm ripple is an inductive rule trainee. This approach generated a detection model consists of resource rules that was 

developed to detect examples of malicious files. This algorithm is using a Lib BFD data as characteristics. RIPPLE is rule -based 

trainee approach of building set of rules i.e able to appoint classes while rising the ambiguity is given by the training examples of 

unclassified by the rules.[8] 
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2.Multi-navie byes: 

The Naïve Bayes model is a very simplified Bayesian probability model used here. In this system, consider the probability of an end 

result of given several related evidence variables in data. The  max probability of end result is encoded in the model along with the 

probability of the evidence variables occurring given that the end result occurs. The probability of an existing evidence variable given 

that the end result occurs is assumed to be independent of the probability of other evidence variables given that end results occur. 

We have proposed a framework of Intrusion Detection System using multi Naïve Bayes algorithm. The framework classifies the input 

dataset with KDD cup dataset.[10] The Framework detects attacks in the datasets using the multi naive Bays algorithm. Compared to 

the neural  based approach, our approach achieve higher detection rate, less time consuming and has low cost factor. However, it 

generates somewhat more false positive. Hence we used multi-navie byes algorithm. 

The next data mining algorithm is Multi-Naïve Bayes. This algorithm was a collection of Naïve Bayes algorithms that supported 

overall concept for an example. In multi Naive Bayes algorithm, it can classify the examples in the test set of malicious executables 

program and this counted as a probability of occurrences. This method was needed as it is using a machine with 1GB of RAM; the 

size of the binary data was very big to get in to memory. Thus to solve this problem we divided it into smaller parts that could easily 

get into memory and hence training the multi-naïve bayes algorithm. The Naive Bayes algorithm required able chart of all strings or 

bytes to evaluate its possibilities. In every classifier, there is a rule set. The classification of the Multi-Naive Bayes algorithm is the 

multiplication of all the predictions of the Naive Bayes classifiers. Shortly it is used to calculate a collection of data intruders for 

ambiguity or malicious code. Hence it will generate set of rules and multiplication value for prediction of classifiers. 

Algorithm with its calculations: 

Using Bayes' theorem, the conditional probability can be decomposed as 

 

In plain English, using Bayesian probability terminology, the above equation can be written as 

 

The discussion so far has derived the independent feature model, that is, the naive Bayes probability model. The naive Bayes classifier 

combines this model with a decision rule. One common rule is to pick the hypothesis that is most probable; this is known as the 

maximum a posteriori or MAP decision rule. The corresponding classifier, a Bayes classifier, is the function that assigns a class label 

 for some k as follows: 

 

 

3.K-nearest neighbor - 

The actual goal of the algorithm is to check an attribute weight vector which improves overall KNN classification. Likewise 

Chromosomes are vectors of real-valued. Each chromosome here is a vector of decimal numbers between 0 and 1.A vector value is 

linked with each classification attribute and one is linked with each of the k neighbors. Thus the length of the vector i.e. chromosomes 

is the number of attributes plus k.[9] The initial population of chromosomes(vector) in each run of the KNN algorithm was randomly 

generated. The simplest way of doing this is to use K-nearest Neighbor’s-nearest neighbor algorithm (KNN) [7] is part of supervised 

learning that has been used in many applications in the field of data mining, statistical pattern recognition and many others.KNN is a 

method for classifying objects based on closest training examples in the feature space. An object is classified by a majority vote of its 

neighbors. K is always a definite integer. The neighbors are taken from a set of objectives for which the correct classification is 
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known. It is usual to use the Euclidean distance, though other distance measures such as the Manhattan distance could in principle be 

used instead.  

 

The algorithm on how to compute the K-nearest neighbors is as follows: 

Determine the parameter K = number of nearest neighbors beforehand. This value is all up to you.  

Calculate the distance between the query-instance and all the training samples. You can use any distance algorithm. Sort the distances 

for all the training samples and determine the nearest neighbor based on the K-th minimum distance. Since this is supervised learning, 

get all the Categories of your training data for the sorted value which fall under K. Use the majority of nearest neighbors as the 

prediction value.  

For a tutorial and implementation of the different distances 

4.TEST RESULTS OF ALOGRITHM IMPLEMENTATION 

• TEST RESULT 

To evaluate our system we are interested in several  

Quantities, just like:  

1. True Positives (TP), the number of malicious executable examples classified as malicious executables  

2. True Negatives (TN), the number of benign programs classified as benign.  

3. False Positives (FP), the number of benign programs classified as malicious executables 

4. False Negatives (FN), the number of malicious executables classified as benign binaries.  

The “detection rate” of the classifier is the percentage of the total malicious programs labeled malicious. The “false positive rate” is 

the percentage of benign programs which were labeled as malicious. The “overall accuracy” is the percentage of true classifications 

over all data.  

The first test is done using a window size of 2 and its results curve is shown in Table 1.  
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Results were better for this case, but still the overall precision was rather low, so I decided to enquitry the reasons by 

looking at the classification test results. I consummation that a class of spyware called Trojans had a quite low detection 

rate. These are different from or uninspired spyware, since they are quite complex programs and their binary size were 

rather big compared to other files in the set of data. I think that these programs may be the reason for the high false 

positive rate and low detection rate, so I run another test for a window size of 2, after excluding the 59 Trojans from the 

dataset. 

As the Table 3 shows, the 

overall accuracy has improved for the window size of 2 and we reach 80% detection rate before a false positive rate of 

15%. Also we score better for low false positive rates. These results encouraged for a window size of 4 test without the 

Trojans in the dataset and the results of this test are shown in Table 4.  
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We had 80% detection rate even before the false positive rate of 4% and overall accuracy has been improved. Below you 

can see best overall accuracy results for each run in Table 5.  

TP  TN  FP  FN  Detection 
Rate  

False 
Positive 

Rate  
Overall Accuracy  

Window Size=2  118  49  14  5  95.93  22.22  89.78  
Window Size=4  119  46  17  4  96.75  26.98  88.71  

Window Size=2 w/o Trojan  96  46  13  15  86.49  22.03  83.53  

Window Size=4 w/o Trojan  99  58  3  12  89.19  4.92  91.28  
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CONCLUSION: 

 

Data mining-malicious code detectors have been very resultantly in detecting malicious code such as viruses and worms. Henceforth 

we successfully implemented Data mining code detection to provide solutions such as intrusion detection and auditing, etc. [2] for all 

above we have successfully implemented detection. Other applications are also successfully implemented data mining for malicious 

code detection such as worm detection, managing firewall policies. Secondly concluded the various types of algorithms to detect the 

intrusions n set probability or choice to check and remove up threats successfully from mined data. Algorithm detects and removes all 

threats include non real-time threats and real-time threats. Also implemented resulted Data mining applied for credit card fraud 

detection and biometrics related applications.[2]Progress has been made on topics such as stream data mining; there is still a lot of 

work to be done here and concluding we have discussed the consequences to privacy for Data mining. It is expected that this 

procedure will lead to the development of better algorithms for identifying the root kit that has infected a system. 
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