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Abstract: A scheduling based Media Access Control (MAC) protocol named Transmitter Initiated Scheduling (TIS) is presented. TIS 

maintains multiple schedules tailored to traffic events per communication link resulting in increased performance compared to 

scheduling strategies with a single schedule for all communication links. TIS is formulated as a queuing system where packets arriving 

at a node are serviced depending on the node‟s state. The reward structure for TIS maps directly to network optimisation objectives, 

namely, minimising average energy consumption subject to average queue lengths. The theoretical framework for TIS is a continuous 

time Semi Markov Decision Process as opposed to the more frequently used Discrete Time Markov Decision Process. This allows 

nodes to have multiple sleep states with no fixed frame lengths significantly reducing packet collisions. TIS is suitable for both 

environments with memory-less event occurrence as well as systems with memory. Simulation results show that TIS offers significant 

energy savings compared to RL-MAC, a state of the art MAC, for a given delay constraint. 
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1. INTRDUCTION 

Consider an event driven network of battery powered nodes: it is unlikely that the nodes will be active, sending and receiving 

communication packets continuously. Consequently, networks without a scheduling strategy will suffer from power wastage 

commonly referred to as Idle Listening [1, 2]. To prolong node life and ultimately network lifespan, it is desirable for inactive nodes to 

be powered down or put into lower power states by switching off idle components of a node‟s system including the radio. Nodes with 

their radios turned off cannot communicate with neighbouring nodes. Herein lie‟s the scheduling problem: How long should a node go 

to sleep for so as to maximise the network lifespan without introducing unacceptable delays to the network? Example applications of 

Wireless Sensor Networks WSN include: intruder detection, monitoring of animal migration, forest fire detection and environmental 

monitoring. Events in these types of networks, termed event driven networks [3, 4] are likely to occur after long periods of inactivity 

or in bursts. Figure 1 below depicts event arrivals in a typical event driven WSN. Short active periods of non deterministic lengths are 

followed by long idle periods of non deterministic lengths.  

Furthermore, events are not always best modelled using memory-less distributions. It may be necessary to use different models for 

different states of the system. A bursty system being a good example: Work done in [5] shows that in a target tracking task, sensed 

events exhibited bursty behaviour which was best modelled using Pareto distributions during the Off periods and a Normal distribution 

during the On periods. Work done by Simunic et al. [6] also measures the rate of arrivals of service requests for a WLAN card 

amongst other devices and found that event arrivals were best modelled using multiple distributions. In the active state following an 

event arrival, events fitted Exponential distributions whereas long idle periods following busy periods was best modelled using a long 

tail Pareto distribution. 

 

 
Figure 1   Events in a typical WSN. 

 

The work presented in this paper is a Reinforcement Learning (RL) based MAC technique termed TIS: Transmitter Initiated 

Scheduling. TIS is light weight, enables nodes to take near optimal actions autonomously in a non deterministic and dynamic network 

Long idle 
Short active 

period 

 

  

E

v

e

n

t

http://www.ijergs.org/
mailto:ai.udenze@uizik.edu.ng


International Journal of Engineering Research and General Science Volume 3, Issue 4,  July-August, 2015                                                                                   
ISSN 2091-2730 

7                                                                                                   www.ijergs.org  

environment. These actions result in schedules that minimise power consumption subject to delay constraints. TIS has a few novel 

features namely: TIS is formulated as a queuing system and as such is able to adapt to variations in traffic patterns; TIS tailors 

schedules to each communication link in a network; TIS has multiple sleep states, nodes can sleep for varying lengths of time, this is 

also well suited to environments with events that fit probability distributions with memory and or multiple distributions; TIS is 

formulated as a continuing discounted RL problem under a Semi Markov Decision Process (SMDP) framework and as such the 

rewards structure maps directly to network objectives; nodes also do not have to wake up at fixed discrete points in time which 

significantly reduces chances of packet collisions; scheduling is based on a low cost TDMA protocol which only requires a field in a 

header file for control.  

The remainder of the paper is organised as follows – a review of related research is presented in section 2. Section 3 describes the TIS 

protocol and associated mechanisms. Section 4 gives evaluation results followed by conclusions in section 5. 

 

2. Related work 

 

MAC protocols have a number of desirable attributes namely: collision avoidance, energy efficiency, good channel utilization, 

scalability, low latency, good fairness and throughput as well as good channel utilization [2]. Some of these attributes conflict with 

each other, the extent of this conflict being dependent on the specific type of network. For example in event driven networks, energy 

efficiency requires idle radios to be turned off, however due to the non deterministic nature of events, latencies introduced  as a result 

of turned off radios have to be carefully considered. For continuous networks, collision avoidance may result in low utilization of the 

channel.  

MAC protocols broadly fall into two groups, namely: contention and schedule based protocols. Each group has strengths in some of 

the attributes detailed above at the expense of others. A third group may be thought of as hybrids where the best qualities of the two 

main groups are merged.  

Scheduled MAC protocols are predominantly TDMA based, where competing nodes are given time slots for channel access. Works in 

[2, 7, 8, 9, 10] all give examples of TDMA based scheduled MAC protocols. The key strength of TDMA based MAC is high energy 

efficiency and the potential of eliminating collisions. These strengths are however at the expense of limited scalability and adaptability 

to changes in the network. Also, control is often centralized in order to limit control packet overhead, which leads to hierarchical 

organization of nodes or cluster formations. The result of which is a limited support of peer to peer communication. A CDMA 

alternative to TDMA scheduled protocol is discussed in [11] however, CDMA is, due to Multiple Access Interference (MAI), 

predominantly used in cellular networks. 

Contention based MAC protocols do not attempt to eliminate collisions completely but aim to avoid them and recover from them 

when they occur. The first random access MAC was ALOHA [12], followed by CSMA [13] and other variations such as CSMA/CA 

[1, 15, 16]. Contention based protocols have increased flexibility and scalability, in addition, nodes can operate on a peer to peer basis. 

Control overhead is also significantly reduced compared to scheduled protocols. However, the fundamental disadvantage of 

contention based protocols is energy inefficiency. Collisions may occur, nodes overhear other nodes and idle listening prevention is 

not implicit. PAMAS [17] attempts to reduce overhearing by introducing duty cycles. A separate signalling channel is used to 

broadcast a busy signal when the channel is being used thus preventing other nodes from transmitting and also, nodes can turn off 

their radios for the duration of the transmission thus reducing overhearing. 

Hybrid protocols attempt to combine the desirable qualities of both schedule and contention based protocols. A hybrid CDMA / 

FDMA protocol is presented in the work by Liu et al. [18] in which the authors use FDMA to combat MAI in CDMA protocols. A 

hybrid CDMA / TDMA protocol is presented by Sohrabi and Pottie, [19]. Nodes maintain a TDMA based schedule for each 

communication link and CDMA is used to prevent collisions due to neighbouring nodes communicating simultaneously over other 

links. Bluetooth, [20] is another hybrid CDMA / TDMA protocol where collisions within clusters are avoided using CDMA and 

communication between cluster heads use TDMA.  

Duty cycle based techniques can also be thought of as a hybrid between scheduling and contention based protocols. The general form 

is for neighbouring nodes to maintain schedules of active and sleep times. During sleep times, nodes power off their radios and go to 

sleep, in the active period, CSMA/CA is used for media access. The IEEE 802.11 protocol, [16] has a power saving mode in which 

nodes adopt a duty cycle. Nodes are required to wake up at fixed points in time to listen out for beacons which contain messages to 

nodes for which messages are queued. If a node receives notice of a message during an Ad-hoc Traffic Indication Message window 

(ATIM), it stays awake until it receives the message before going back to sleep. Other nodes that do not have pending messages can 

go back to sleep after the beacon interval. Variations of this technique aim to improve the protocol by reducing the communication 

overheads incurred by the protocol. Studies in [21 and 22] analyze and discuss impacts of the beacon interval and window sizes on 
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power saved. The IEEE 802.11 protocol also includes MAC in the form of carrier sensing where nodes exchange Request to Send / 

Clear to Send (RTS/CTS) messages before proceeding with packet transmissions. 

An improvement on the IEEE 802.11 protocol is the S-MAC protocol [23], where nodes form virtual clusters around common 

schedules. By maintaining different schedules for each cluster of nodes, only nodes within a cluster have to wake up at the schedule 

determined times. This is in contrast to the IEEE 802.11 protocol, where all nodes have to wake up at fixed points in time. Time is 

divided into frames where each frame consists of an active and sleep phase. In the active phase, the RF circuits are on and a node can 

communicate with its neighbours. In the sleep phase, the RF circuits are off and a node cannot communicate. T-MAC [24] improves 

on S-MAC by providing a timeout mechanism in which nodes following a short period of listening for a RTS/CTS exchange can then 

go to sleep if none is detected. As such, more energy is saved compared to the fixed active and sleep duty cycles of S-MAC. P-MAC 

[25] improves on T-MAC and S-MAC by tailoring each node‟s duty cycle to its rate of traffic. Thus nodes with higher rates of traffic 

have longer duty cycles compared to those with less traffic, thereby improving throughput within the network. RL-MAC [26] is a 

dynamic protocol that, similar to P-MAC, tailors each node‟s schedule according to its traffic and that of its neighbours. In contrast to 

P-MAC however, RL-MAC does not require information of traffic flow in advance of scheduling. The RL-MAC protocol learns by 

interacting within the network environment, near optimal duty cycles which makes it able to adapt to dynamic events in a network. 

RL-MAC assumes a traffic pattern that follows an exponential distribution and maintains one schedule for all communicating links.  

TIS i designed to improve on RL-MAC by being suited to event driven networks with bursty complex traffic patterns. Figure 1 shows 

a star topology in which nodes 1-6 communicate with a sink node. Such a topology models a network in which multiple nodes are 

trying to transmit messages to a single node. Figure 2 shows a duty cycle timeline for RL-MAC and TIS under bursty network 

conditions. RL-MAC due to its single schedule has to stay awake for long periods to service events from all nodes whereas TIS due to 

its multiple schedules takes better advantage of long idle periods resulting in increased energy savings. 

 

 

 
 

Figure 2: A star topology 

3. TIS 

 

The fundamental idea behind TIS is that all nodes where traffic originates, termed source nodes, are responsible for directing their 

own schedules. Source nodes may be leaf nodes or cluster heads in a clustered WSN. TIS operates under a SMDP framework and as 

such nodes can sleep for any length of time and stay awake for any length of time. Also, TIS has multiple sleep states enabling nodes 

to sleep for longer during long idle periods. A field is added to the data packet header called SCHEDULE, the length of which is 

dependent on the set of actions available to a node. Starting at the beginning of the cycle of events, all nodes are on. Following an 

appropriate routing protocol, during which communication paths are established, each node is able to communicate with its 

neighbours or cluster heads. Schedule information contained in the SCHEDULE field is contained in each communication. The 

information contained informs receiving nodes of the senders schedule comprising, proposed sleep time durations i.e. time of next 

transmission following sleep state transitions. The receiving node replies the transmitting node (initiator) with confirmation of the 

proposed schedule. The schedule is thus fixed for the next communication over the specific link and the same process establishes 

schedules for all communication links. The SCHEDULE field and the information contained can be thought of as similar to the 

patterns field in P-MAC. The schedules formed are thus dynamic, dependent on each node‟s traffic and only nodes expecting 

communication need wake up from inactive modes. The only condition imposed on the sleep time is that it is greater than the break 

even time of the node. The break even time is the minimum amount of time a node must sleep to ensure energy savings [6]. If no RTS 

signal arrives during a short time out period, the receiving node assumes no communication is pending and transitions to the next sleep 

state for that link. Note that the continuous time nature of TIS means that nodes do not all wake up at fixed times, unlike RL-MAC 

0 

1 3 

4 
6 

5 

2 

http://www.ijergs.org/


International Journal of Engineering Research and General Science Volume 3, Issue 4,  July-August, 2015                                                                                   
ISSN 2091-2730 

9                                                                                                   www.ijergs.org  

and S-MAC and as such the chances of media contention is significantly reduced. Where schedules do clash and more than 1 node is 

awake to transmit to a receiver at the same time, CSMA/CA is used for collision avoidance. The resulting delay is also reflected in the 

reward structure for actions taken such that conflicting nodes will take actions to resolve the conflict at the next decision epoch. Each 

schedule has an associated cost in terms of queue sizes and energy consumed. Every time an event is generated, it is time stamped. 

Upon waking up from a sleep cycle, communication links are on. The packets received contain time stamps of the time of generation 

which is used to calculate the cost of the sleep cycle. In this sense, costs are delayed one cycle of events. Furthermore, schedules for 

time t+1 are proposed at time t, and finally all actions are proposed in the active state. Multiple sleep states exist: If a node wakes up 

from an inactive state and no events are queued, it will transition to the next sleep state, where a decision is made on the length of 

sleep. After a due learning process, all nodes reach optimal actions. The following notes are made or reiterated: (1) to minimise 

transmissions, receiving nodes may assume no communication is pending and go to sleep after an appropriate set time (the set time is 

assumed to be significantly greater than the clock drift to eliminate synchronisation loss). The next transmission time will be as 

previously scheduled. (2) Times are relative to communications and not absolute, as such loss of synchronisation due to clock drift is 

reduced, [23]. (3) To accommodate new nodes joining the network and recovery from loss of synchronisation, nodes may be required 

to wake up at fixed points in time, as in IEEE 802.11 MAC protocol. The time between beacon intervals and the ATIM window is left 

to the discretion of the network designer / application.  

 
Figure 4:   Node state transition diagram showing multiple sleep and idle states 

 
 

Figure 3: RL-MAC Vs. TIS duty cycle timeline  

In summary, the proposed protocol ensures all communicating nodes know when to expect packets. The child nodes or source nodes 

are responsible for proposing schedules to parent or receiving nodes.  

 

Theorem (1): The optimal scheduling policy can be found by solving: 
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Where h(s) is referred to as the bias, g(s) is the average cost and m(j|s,a) is as defined above. 

Proof of the theorem and an in-depth study of SMDPs can be found in [27 and 28]. 

 

3.1 R-Learning 

 

The problem defined in (1) can be solved using several techniques including Value Iteration, Policy Iteration and Linear Programming 

(LP) where models of the environment are available, [27]. Reinforcement Learning (RL) on the other hand offers solutions by 

interacting directly with the environment, observing rewards and subsequently learning optimal behaviour. [29] offers a 

comprehensive introduction to RL techniques. The problem faced in a WSN scheduling problem as formulated in this work, is to 

minimise energy used up by nodes subject to performance constraints over the lifetime of the network. To this end the TIS agent‟s 

rewards are mapped directly to the optimisation objectives, namely energy consumed and the length of the queue at each time step for 

the life of the WSN node. Furthermore, the energy used up and the queue length in the present is worth exactly the same as in the 

future and as such, these are best treated as undiscounted problems. To this end R-Learning, a form of RL for undiscounted continuing 

tasks is preferred over Q learning. 

Value functions are defined relative to the average expected reward per time step under a given policy π: 
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The process is assumed to be ergodic, consequently ρ
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and the state action value function defined as: 
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n and k denote decision epochs in this case (a SMDP problem), ),(
~

asQ



 and 

~

V are relative values to the average reward under the 

current policy. In state sAa the agent chooses action sAa using a suitable behaviour policy, i.e. є-greedy [29] and receives an 

immediate lump sum reward l(s,a). The lump sum reward is the cost of making a transition. A consequence of choosing action sAa

is that the next decision epoch occurs t time units later during which time the system may transition between states at a cost ),,'( asjc . 

The cost ),,'( asjc is the energy consumed and the queue length for the time spent in each state between decision epochs. The full R-

Learning algorithm as employed in this work is given below: 

 

Initialize ρ and Q(s,a), for all s, a, arbitrarily 

Repeat forever: 

 s ← current state 

Choose action a in s using є-greedy 

behaviour policy 

*Take action a, observe immediate r 

and subsequent delayed r in s’ 

Repeat for each time step that 

occurred between epochs: 

Q(s,a) ← Q(s,a) + α*r – ρ + maxa’Q(s,a) 

– Q(s,a)] 
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Table 1: R-learning algorithm for the TIS agent 

3.2 TIS Rewards  

 

The choice of actions is the length of time to spend in each sleep state i.e. 1s, 2s, …10s.. The cost of each action is the energy 

consumed and the length of the queue at each time step for the duration of time spent in each state. Also, rewards are delayed until the 

system transitions to an active state, when a node knows how long the queue is, having received queued packets from communicating 

nodes. 

 

3.3 Multi Criteria RL 

 

The TIS problem has two conflicting objectives namely: to reduce queue length or delay and at the same time to reduce energy 

consumption. Energy reduction results in increased delays and vice versa. 

This class of RL problems is known as multi-criteria problems. One approach to determining optimal actions would be to use an 

ordering of returned rewards. In the case of the work presented, assuming a problem setup of minimising average energy consumption 

subject to a fixed average queue length constraint, then optimal actions could be chosen as follows. Keep running averages of both 

queue lengths and energy consumption. Select all actions that lead to an average queue less than the fixed constraint. Among the 

selected actions, the optimal action is the one with the least energy consumption. This forms the basis for the work presented by Gabor 

et al. [30]. Another alternative is to convert the vector reward function to a scalar which can then be treated as a standard RL problem. 

This conversion from a vector to a scalar function is done using weights, [31]. Weights are chosen to reflect the levels of priority 

assigned to each reward value and the sum of all weights equals 1. For example, a weight of 0.5 assigned to energy consumed and 0.5 

assigned to queue lengths denotes equal priority to both rewards.  

To ensure no bias is introduced by either reward value, the data is first normalised. For the purpose of the work done here, 

normalisation was carried out using: 
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4 Simulation results 

 

Bursty arrival  - Exponential distribution 

Parameter Value 

λ (average) 2 per min 

Bursty arrival duration – Normal distribution 

Parameter value 

μ (mean) 5 min 

σ
2
 (variance) 1 min 

Long idle periods – Tail Pareto 1 – at
-b

 

a 0.9 

b 0.01 

Node service times – Exponential distribution 

Parameter Value 

λ (average) 10 per sec 

 

Table 2: Parameters of models fitted to measured data 

Parameter Value 

Max Queue length 20 

Action Value LR α = 0.1 

Average Value LR β = 0.01 

Transmission power 36mW 

Receiving power 14.4mW 

Sleep power 0.015mW 

Transition power 28.8mW 
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Transition time 0.8ms 

Table 3: Simulation parameters 

 

RL-MAC is a scheduling technique that improves on T-MAC, P-MAC and S-MAC and as such is used as a bench mark for TIS. A 

simulation environment was set up using the above models. The star topology of figure 1 was simulated to examine the performance 

of RL-MAC against TIC when multiple nodes try to communicate to a sink.   

Figure 10 below shows a comparison of average rewards received for RL-MAC and TIS. The rewards are a vector conversion of 

queue lengths and energy per time step to a scalar reward value as described in section 3.4. TIS 2 shows the results of a two sleep state 

implementation where depending on whether or not events are queued during the first sleep state, a node goes into a longer sleep state 

where more energy can be saved. TIS 3 shows a three sleep state implementation where nodes can go into a third sleep state for longer 

sleep as shown in figure 4 above. TIS 3 receives the most rewards followed by TIS 2, both TIS implementations perform better than 

RL-MAC. 

 
Figure 5: Reward comparison of RL-MAC to two and three sleep state versions of TIS 

The next set of results show explicit results of average delay and average energy consumption for RL-MAC and two versions of TIS 

as described above. For the delay costs, each time an event occurs, the time of arrival is recorded and for every time step until the 

event is serviced i.e. reaches intended destination, the delay is incremented. The energy costs are the power used up per time step in 

each state. Value functions were maintained for both competing objectives and the best actions were chosen in an ordered manner as 

described in section 3.4. It is assumed that the frame sizes and therefore duty cycles in the RL-MAC protocol can be tuned to traffic in 

network nodes as such a fair comparison should show improved energy figures for similar levels of delay. The results in figures 11 

and 12 show just this. For a slight increase in average delay, figure 11 (less than 4% increase) a decrease in energy consumption of 

more than 20% was observed for TIS 3, figure 12.  

 

 
Figure 6: Average delay comparison of RL-MAC to two and three sleep state versions of TIS 
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Figure 7: Average energy comparison RL-MAC to TIS 

Conclusions 

 

Traffic patterns in event driven WSNs do not always follow a memory less distribution. For such applications TIS introduces multiple 

sleep states and multiple schedules to take optimal advantage of long idle periods. TIS is formulated as a continuous RL task under a 

SMDP framework, such that nodes do not have to wake up at fixed discrete times. TIS is truly autonomous, dynamic and able to 

operate in a clustered or peer to peer network with limited control overheads. Simulation results show that TIS outperforms RL-MAC 

a state of the art protocol in terms of energy consumption for a given delay constraint. 
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