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Abstract— Reasoning on a Web scale becomes increasingly challenging because of the large volume of data involved and the 

complexity of the task by means of ontology mapping. Ontology mapping processes users’ queries that can provide more correct 

results when the mapping process can deal with the uncertainty effect that is caused by the incomplete and inconsistent information 

used and produced by the mapping process. Here, an IDIM concept is used to deal with large-scale incremental RDF datasets. 

Resource Description Framework (RDF) is an important data, presenting standard of the semantic web to process the increasing RDF 

data. MapReduce is a widely-used parallel programming model that can be used to represent uncertain similarities created by both 

syntactic and semantic similarity algorithms. The proposed One-Class Clustering Tree (OCCT) characterizes the entities that should 

be linked together. The construction of TIF and EAT significantly reduces the re-computation time for the incremental inference as 

well as the storage for RDF triples. Therefore, users can execute their query more efficiently without computing and searching over 

the entire RDF closure used in the prior work. The final results are evaluated by comparing it against benchmark models in web 

information gathering. 
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INTRODUCTION 

Semantic reasoning of data on a Web scale becomes increasingly challenging because of the large volume of data involved that raises 

the complexity of the task. Ontology mapping in the context of Question Answering can provide more correct results if the mapping 

process can deal with unreliability that is caused by the incomplete and inconsistent information used and produced by the mapping 

process. 

 

In the year of 2009, the semantic web [2] contain 4.4 billion triples and has now reached over 20 billion triples. Its growth rate is still 

increasing. As it has evolved into a global knowledge-based framework to promise a kind of machine intelligence, supporting 

knowledge searching over such a big and increasing dataset has become an important issue. 

 

Resource Description Framework (RDF) is an important data representation standard used to describe knowledge in the semantic web. 

Deriving inferences in the large-scale RDF [1] files, referred to as large-scale reasoning, poses challenges in three aspects: 

  

i. Distributed data on the web make it difficult to acquire appropriate triples for appropriate inferences. 

ii. The growing amount of information requires scalable computation capabilities for large datasets. 

iii. Fast processing for inferences is required to satisfy the requirements of online query. 

 

Due to the performance limitation of a centralized architecture executed on a single machine or local server when dealing with large 

datasets, distributed reasoning approaches executed on multiple computing nodes have thus emerged to improve the scalability and 

speed of inferences. But this consumes too much of time and space for reasoning. The concept of an incremental and distributed 

inference method (IDIM) for large-scale RDF datasets via MapReduce overcomes these issues. 

 

MapReduce can provide a solution for large scale RDF data processing which is a widely-used parallel programming model. It 

presents a novel approach can be used to represent uncertain similarities created by both syntactic and semantic similarity algorithms. 

The choice of MapReduce is motivated by the fact that it can limit data exchange and alleviate load balancing problems by 

dynamically scheduling jobs on computing nodes. In order to store the incremental RDF triples more efficiently, two novel concepts, 

transfer inference forest (TIF) and effective assertional triples (EAT) are used. Their use can largely reduce the storage and simplify 
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the reasoning process. Based on TIF/EAT, we need not compute and store RDF closure and the reasoning time, so significantly 

decreases that a user’s online query can be answered timely, which  is  more  efficient than  existing methods  to  our  best knowledge. 

More importantly, the update of TIF/EAT needs only minimum computation since the relationship between new triples and existing 

ones is fully used.  

 

RELATED WORK 

The prior methodologies used for semantic web search are discussed as follows: 

A. Fuzzy Set Theory 

Context awareness (CA) is a very important computing paradigm. Context is any information that can be used to characterize the 

situation of a person, place, or object that is considered relevant to the integration between a user and an application, including the 

user and the application themselves. CA is the ability of a system to sense, interpret, and react to changes in the environment a user is 

situated in. The capability of a context (or situation)-aware system [6] to classify context and infer specific situations can be facilitated 

by proper knowledge-representation (KR) models. A Fuzzy-set-based model can accommodate the vagueness inherent in context 

capturing. A fuzzy set is used for representing imprecise context in a human understandable form. This methodology is generic and 

can be applied to different inference schemes in order to improve the inference capability of the classifier and deal with mutual-

exclusion inference. This model generates specific complementary fuzzy rules used for increasing the accuracy of the classification 

process for the well-specified information in Semantic web.  

Disadvantage: 

Applications can handle context as flexibly as their users would expect by using this method, but it is not suitable for all situations of 

user. 

B. RuleXPM 

The RuleXPM (XML Product Map) approach is an integrated model that combines a set of representations of various types of 

concepts, some e-marketplace participating systems, and an inference process. The method consists of several major constituents that 

include a collaborative ConexNet (Concept exchange Network), an e-marketplace network (EMpNet), and an inference engine. 

Disadvantage: 

Although this method is interoperable and inferred from one entity to another, it is not possible to implement it on an automated 

offering system and an automated negotiation system. 

C. Similarity Transition [7] 

A linked dataset is a kind of labelled directed graph cross domain, which is used for knowledge presentation and cognitive model 

foundation. Each link represents a kind of relationship between two resources and they can be represented as a statement in RDF. In 

these statements, since objects are the property value of subjects and describe their features, the similarity between two subjects can be 

calculated from the similarity between their corresponding sets of objects. 

If the linked dataset is considered as a whole semantic graph, then the calculated similarity value between two subjects can be further 

transited to their own related subjects, which may make the similarity between the related subjects more accurate. 

This calculation is referred as similarity transition that utilizes node and link types together with the topology of the semantic graph to 

derive a similarity graph from linked datasets. This method enables smooth interaction and visualization of the similarity graph which 

is derived based on the calculated similarity of two resources. 

Disadvantage:  

The effectiveness of this method is less as the similarity weight of each link type is given by experience. 
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The above described methods are applicable for small databases. To deal with a large base, some researchers turn to distributed 

reasoning methods. 

D. Parallel Materialization [13] 

Parallel Materialization of the Finite RDFS is the first method to provide RDFS inference on such large data sets in such low times 

and scalable manner. This maintains soundness and completeness without requiring any cumbersome preparation of the data. This 

method increases the processing speed by means of parallel inference.  

Disadvantage:  

It locks with scalability and expressivity. 

E. Scalable Distributed Reasoning [4] 

Scalable distributed reasoning presents some non-trivial optimizations for encoding the RDFS ruleset in MapReduce and exploits the 

MapReduce [5] framework for efficient large-scale Semantic Web reasoning and implements on the top of Hadoop. This reasoning 

technique performs quick reasoning using HDFS and high data correlation.  

Disadvantage:  

It does not focus on quality of reasoning. 

F. MapResolve [10] 

MapResolve solves the problem by adapting the standard method for distributed resolution that avoids repetition of resolved 

inferences. For the limited expressivity of RDFS, the repetition can be avoided because every MapReduce job is executed only once.  

Disadvantage:  

The clause sets are parsed and written to disc for each iteration, generating needless overhead. 

G. WebPIE [3] 

WebPIE is a Web-scale Parallel Inference Engine using MapReduce. This method calculates the RDF closure based on MapReduce 

for large-scale RDF dataset by adopting algorithms to process the statements based on input data as incremental reasoning. This 

technique identifies the accurate status, which does either exist or new ones  

Disadvantage:  

It does not provide the relationship between the newly arrived and existing data. 

However, the distributed reasoning methods considered no influence of increasing data volume and did not answer how to process 

users’ queries. As the data volume increases and the ontology base are updated, these methods require the re-computation of the entire 

RDF closure every time when new data arrive. To avoid such time-consuming process, incremental reasoning methods are proposed. 

H. Incremental Ontology Reasoning [12] 

An Incremental Ontology Reasoning approach based on modules that can reuse the information obtained from the previous versions of 

an ontology which is best suitable for OWL.  

 

Disadvantage: 

 Reasoning speed is a huge problem while using this method. 
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EXISTING METHODOLOGY 

In Existing system, the proposed concept of an incremental and distributed inference method [15] for large-scale ontologies by using 

MapReduce realizes high-performance reasoning and runtime searching, especially for incremental knowledge base. By constructing, 

using novel concepts of transfer inference forest and effective assertional triples, the storage is largely reduced and the reasoning 

process is simplified and accelerated to satisfy end-users’ online query needs. The processing was made via MapReduce, which is 

motivated by the fact that it can limit data exchange and alleviate load balancing problems by dynamically scheduling jobs on 

computing nodes. 

Drawbacks of Existing System are as follows, 

 The Query time for IDIM is affected when the incremental triples affect the structure of the inference forests. 

 If an RDF dataset has few ontological triples, the size of constructing dataset TIF is also small. 

 The changes in the structure of TIF affect the performance improvement with ontological triples. 

 The advantages of TIF/EAT cannot be exploited well, if the size of the tree is small. 

 

 

PROPOSED METHODOLOGY 

In order to overcome the existing drawbacks, the data clustering method is used in this paper that makes the processing of data more 

efficiently by means of linking the data sets.  

A. One-Class Clustering Tree (OCCT) 

A clustering tree is a tree in which each of the leaves contains a cluster instead of a single classification. Each cluster is generalized by 

a set of rules that is stored in the appropriate leaf. This data linkage method aimed at performing one-to-many linkage. The data 

linkage is performed among entities of different types. 

For example, in a student database, we might want to link a student record with the courses she should take. It is done according to 

different features which describe the student and features describing the courses. 

The OCCT [11] was evaluated using datasets from three different domains. They are  

 Data leakage prevention 

 Recommender systems 

 Fraud detection. 

 

 In the data leakage prevention domain, the goal is to detect abnormal access to database records that might indicate a potential data 

leakage or data misuse. The goal is to match an action, performed by a user within a specific context, with records that can be 

legitimately retrieved within that context.  

In the recommender systems domain the proposed method is used for matching new users of the system with the items that they are 

expected to like based on their demographic attributes.  

In the fraud detection domain, the goal is to identify online purchase transactions that are executed by a fraudulent user and not the 

legitimate user. 

The results show that the OCCT performs well in different linkage scenarios. In addition, it performs at least as accurate as the well 

known as decision tree data-linkage model, while incorporating the advantages of a one class solution. Additionally, the OCCT is 

preferable over the decision tree because it can easily be translated to linkage rules. 

B. Algorithm: Maximum Likelihood Estimation 
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Maximum Likelihood Estimation (MLE) splitting criterion used in order to choose the attribute that is most appropriate to serve as the 

next splitting attribute. Each candidate attributes from the set of attributes splits the node data set into subsets according to its possible 

values. For each of the subsets, a set of probabilistic models is created, one for each attribute of second dataset. Each probabilistic 

model is built to describe the probability given. In order to create the probabilistic models decision tree are used. Each of these trees 

represents the probability of its class attribute values given the values of all other attributes.  

Once the set of models has been induced, the probability of each record given these models is calculated. A subset’s score is 

calculated as the sum of all scores of the records belonging to it. The attribute’s final score is determined by the sum of the subset’s 

individual scores. The goal is to choose the split that achieves the maximal likelihood and therefore we choose the attribute with the 

highest likelihood score as the next splitting attribute in the tree. The computational complexity of building a decision model using the 

MLE method is dependent on the complexity of building a statistical model and the time it takes to calculate the likelihood. 

 

 

Fig.1 Overall System Architecture 

In fig.1, the input incremental RDF datasets are received by the core module IDIM of the system and it process the triples and 

performs the reasoning. It interacts with HBase for storing or reading the intermediate results and returns the query results to end-

users. The HBase is designed with six tables to store the encoded ID, PTIF, CTIF, DRTF, PEAT, and CEAT.  

The Hadoop framework is an open-source Java implementation of MapReduce that allows for the distributed processing of large data 

sets across clusters of computers. It can scale up from single server to thousands of machines by offering local computation and 

storage and manages execution details such as data transfer, job scheduling, and error management. 

ADVANTAGES OF PROPOSED SYSTEM 

 The OCCT model is better generalized and avoids over-fitting by means of pruning the data. 

 Fraud detection is used to obtain the genuine matching data for legitimate users to access. 

 Maximum Likelihood Estimation can handle multiple ways of splitting the data entities. 

 It is easy and quick method to compare the datasets by obtaining the matching entities. 
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CONCLUSION 

With the upcoming data deluge of semantic data, the fast growth of ontology bases has brought significant challenges in performing 

efficient and scalable reasoning. Mapping process can deal with the uncertainty effect that is caused by the incomplete and 

inconsistent information used and produced by it for processing users’ queries that can provide more correct results. MapReduce 

represents uncertain similarities created by both syntactic and semantic similarity algorithms. OCCT characterizes the entities that 

should be linked together using the splitting criterion of MLE. TIF and EAT construction significantly reduces the re-computation 

time for the incremental inference as well as the storage for RDF triples. Therefore, users can execute their query more efficiently 

without computing and searching over the entire RDF closure. 

 

 

FUTURE SCOPES 

In the future, the methods can validate for more datasets, such as other benchmarks and other types of datasets and also can be done in 

other ontology languages [9] that make the processing of data to the user’s request in a highly efficient manner. 
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