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Abstract— Audio generation based on the real time video analysis is always been challenging and increasingly important task for 

embedded system design domain. Though it is the most effective way of communication, has still leftover many challenges. Dumb 

person make use of this system to communicate and express their opinions to the society. The intended system generates audio clip 

automatically with the help gestures captured in the image form from the CMOS camera module. The audio generation is carried out 

via three staged process: Image capture, Image comparison and audio generation. The realm of this paper is to portray the stage wise 

mechanism of audio generation and describing of various other features provided by this system. 
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I.INTRODUCTION 

Audio generation based on the real time video analysis is always been challenging and increasingly important task for embedded 

system design domain. Recently there has been a great deal of interest in the field of FPGA. Advances in field programmable gate 

array (FPGA) have resulted in the functionality of FPGA.For the video processing, various different technologies have been used. The 

software implementation of most of these technologies could not achieve the frame rate required for real time processing of video 

data. But FPGA provides the sufficient frame rate for the real time video processing. Hence this project uses the FPGA as a platform 

for the processing of real time gestures. 

Main aim of this project is to design & construct an interface between the CMOS camera module i.e. OV7670 and speakers by 

using FPGA. In this project, we will convert the real time gesture into the audio clip by using CMOS camera module i.e. OV7670 and 

FPGA kit. 

The design of the real time gesture to audio conversion system can be divided into 4 modules namely camera, image processing, 

camera control, audio generation through speaker. The hardware block diagram is shown in the Fig 2. In the hardware implementation 

CMOS camera module i.e. OV7670 is interfaced with the Zync Evaluation and Development Board. i.e. Zed Board using various 

protocols such as SCCB protocol, I
2
C protocol to provide the fast image acquisition from the real time video. The camera is switched 

to the camera capture mode in order to capture images continuously. These picture images are stored into the inbuilt memory of the 

FPGA board. At the same time the captured images are subjected to analog as well as digital processing so as to obtain better 

resolution.A database is created as per the required application and is stored into inbuilt FPGA memory. Large no. of reference images 

are stored in the database. An audio clip is assigned to every image in the database. 
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The captured image from the camera is also stored into inbuilt memory of FPGA. This captured image is then compared with the 

reference image in the database. If both the images are identical then the audio assigned to the reference image is fed to speakers and 

this audio clip is generated by speakers. 

 

II.   IMPLEMENTATION OF SYSTEM 

 

The diagram shows the design and construction of an interface between the CMOS camera module, FPGA, speakers. The 

input image is stored into the on board   memory of FPGA kit. 

 

 

                            Fig. 2 System Block Diagram 

The information flows in two ways: on one hand there are commands from the FPGA to the camera to change different characteristics 

of it, on the other hands images from the camera is processed and sent to the speakers. 

A.CAMERA INTERFACING 

 

                                                 Fig. 4 Camera Interfacing 
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In this section we describe about the camera interfacing with the Zed Board which consisted the camera capture mode which 

helps to capture a gesture from real time video. We have used 2 ports of the Zed Board for camera interfacing. The interfacing 

diagram is shown in Fig. 4. We have used the port JA and port JB for this purpose. OV7670 has 20 pins, out of which first 12 pins are 

JA and remaining 8 pins are assigned to JB port. Fig. 5 shows how images are transmitted from CMOS camera module to the FPGA.  

 

                                                     

                                                        

                                                                                                       Fig. 3 System Flowchart 
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III.  IMAGE PROCESSING 

The image is received from camera on the Hyperterminal through serial communication using universal asynchronus reciever 

transmiter.It is in the hexadecimal format.The orignal image is reconstructed in MATLAB by decoding the log file.The decoded 

image is mirror image and is  roatated by 270 degrees with respect to orignal one.So after decoding the mirroring and rotation of 

image is also carried out in MATLAB and the orignal image is extracted in MATLAB. The comparision of the extracted image and 

the stored image is carried out .If both the images are identical then the audio file corresponding to that gesture is generated through 

speakers.  

 

IV.  RESULTS: 

1. Received log file: The image captured by camera is obtained on serial terminal of PC. The received log file is in the 

hexadecimal format.Each of the two nibbles corresponds to one byte of information. “00” represents the pure black level 

while “FF” represents the pure white level. 

                   

2. Reconstruct image by decoding log file: The decoding of the log file is done in MATLAB to reconstruct the orignal image 

shown. But this reconstructed image is the mirror image of the orignal one with rotation of -270 degrees 

 .   
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3. 270 degree rotation of decoded image: 

                 

 

4. Output of Mirroring   using Matlab: After rotating the image by 270 degrees , the mirror image of the image shown in 

fig.6 is taken .The algorithm for the same is built in MATLAB. 

                   

5. Stored image: The stored image is located in the memory of PC. It is read using MATLAB functions so as to compared with 

the capture image. When both the images are identical then the audio file with „.wav‟ extension is played through 

speakers.The MATLAB doer not support the .mp3 file format, hence .wav file format is used. 

 

CONCLUSION 

The end user is now moving towards a whole new path of human machine interaction. This is creating a demand for enabling 

gesture recognition in every facet of market. The proposed technique is simple, efficient and faster . This system has achieved its aim 

of fullfilling societal need by providing the assistance to the physically impaired people to express their opinion in front of the world. 
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