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Abstract- The convergence of telecommunications and computer communication technologies heralded by innovations in Internet services requires the development of interworking units to convert different data formats and control procedures into a single unique protocol. Therefore, creating an information transfer protocol such as Asynchronous Transfer Mode (ATM), as a transport and switching model will enhance quality of service delivery. ATM is a standard for carriage of a complete range of user traffic through a single network. It is designed to unify telecommunications and computer networks. The study embarked on a simulation project where different LANs were modeled and configured to convey cells or packets under high speed, with the aid of ATM switching and transport nodes. Through “pinging”, the network was examined in terms of carriage of converged signal with respect to time. In addition, wire-shark packet analyzer was activated to access the transferred time of each packet and converts these packets for assessment using window protocol. The study noted that like other Internet transport protocols, ATM also suffered different forms of threats. Recommendations were made from the study.
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1. INTRODUCTION

Digital communication environment is generally characterized by two main support technologies: on one hand is computer oriented communications and Local Area Networks (LAN), supported by Ethernet or Token ring specifications [2,9]. This technique is based on data packets, using locally or remotely interconnected computers and terminals. On the other hand is the Public Switched Networks (PSN), based on data circuits such as the Integrated Services Digital Networks (ISDN) with capabilities to interconnect a large variety of terminal equipment and also interconnect several LANs remotely through switch or constant rate links [5,12].

In recognition of the main objective of ATM, Interworking units (IWU) were built in for the purpose of converting ISDN and Ethernet traffic to the ATM formats. These conversion procedures located on the lower layers of the OSI protocol reference model (the Physical Layer and the Medium Access Control Layer) [1,6], were briefly discussed.

2. LITERATURE REVIEW

The proposed Interworking device has two data buses: the Utopia Bus, which sustains the cell transfer between line interface modules and the processor bus, which allows ATM cells, ISDN channels and Ethernet packets, to be transferred between line interfaces, the processor, and the memory [3,18].

The Interworking unit has two ISDN interfaces for the basic and the primary access, respectively. The Basic Access Interface is specified at the reference point by several ITU recommendations. With a transmission rate of 144 Kbit/s, S bus is able to inter-connect at least 8 terminals, by sharing one or two 64 Kbit/s time slots for data information transfer (B channel), while the signaling information is transported out of band on a 16 Kbit/s D Channel [7,16]. The Basic Access Interface can be used to interconnect ISDN terminals to Local Area Networks (LANs) over a Public Switched Network (PSN), through one or more of the other interfaces of the IWU [13].

Since many computer terminals communicate through an Ethernet interface, according to IEEE 802.3 standards, namely: 10 Base T and 100 Base T specifications, the proposed IWU have to handle these interfaces at physical and logical levels in order to convert the Ethernet environment to ATM specifications [14].

The Interworking unit has two ATM physical interfaces operating at 156 Mbit/s. On the ATM interface, the cells were mapped according to ITU-T recommendation (G. 804) [17], on the frame described by G. 703 [15]. This interface is appropriate for the interconnection of ATM environments over the interconnect LANs [4].

The introduction of the Asynchronous Transfer Mode (ATM), which is neither circuit nor packet oriented transmission protocol, but a conjunction of the best of both techniques, permits the convergence of routing and switching technologies and the specification of new communication platforms, supported by different interfaces and transfer protocols. The integration of this technology, within...
telecommunications and computer networks, requires the development of special adaptation units with interworking functionalities [10]. Also, the compatibility between different types of services requires the development of adaptable protocols for data presentation, at the application level. On the other end, the compatibility between distinct systems forces the specification of common physical and logical interfaces and the development of Interworking units (IWU), to adapt different transmission, switch and flow control protocols [8,11]. This paper, therefore, presents a simple model that interrogates Asynchronous Transfer Mode (ATM), as a vehicle for high speed bandwidth applications and discusses the integration of such device into different network scenarios.

3. METHODOLOGY
3.1 Modeling
A model is a demonstration of a system in a very simple way with the intention of advancing the idea of the real system. A simulator on the other hand is the process of manipulating a model in a way that its function with respect to space and time the prototype of the model. Modeling as a means of representation has a long history. Man has tried all possible means of modeling creation, with a view to improving his living condition. Motivated by this fact, ATM transmission protocol was simulated and configured as a high speed carrier for a unified, converged network. This configuration served as a model to the real practice of ATM protocol.

3.2 ATM Networks Configuration
The ATM network was configured by using a set of ATM switches interconnected by point-to-point ATM links. Two types of interfaces were configured within the simulated network to support the switches. They were the user to network interface (UNI) and the network to network interface (NNI). The UNI was used to connect ATM end devices like routers and host to an ATM switch. While the network-to-network interfaces (NNI) was used to connect two ATM switches within the network. Table 1 is a comparative review of different protocols and network speed.

Table 1: Comparison between protocols and network speed

<table>
<thead>
<tr>
<th>Protocol</th>
<th>Cable</th>
<th>Speed</th>
<th>Topology</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ethernet</td>
<td>Twisted Pair, Coaxial, Fiber</td>
<td>10 Mbps</td>
<td>Linear Bus, Star, Tree</td>
</tr>
<tr>
<td>Fast Ethernet</td>
<td>Twisted Pair, Fiber</td>
<td>100 Mbps</td>
<td>Star</td>
</tr>
<tr>
<td>LocalTalk</td>
<td>Twisted Pair</td>
<td>.23 Mbps</td>
<td>Linear Bus or Star</td>
</tr>
<tr>
<td>Token Ring</td>
<td>Twisted Pair</td>
<td>4 Mbps - 16 Mbps</td>
<td>Star-Wired Ring</td>
</tr>
<tr>
<td>FDDI</td>
<td>Fiber</td>
<td>100 Mbps</td>
<td>Dual ring</td>
</tr>
<tr>
<td>ATM</td>
<td>Twisted Pair, Fiber</td>
<td>155-2488 Mbps</td>
<td>Linear Bus, Star, Tree</td>
</tr>
</tbody>
</table>

SOURCE: http://www.atmforum.com

3.3 Materials
From Table 1, different network protocols were analyzed with a view to selecting the most effective transport protocol that can converge telecommunications signal and computer networking. From these analyses, ATM was selected as the choice protocol for the needed convergence. The following materials used for the study are hereby briefly explained:

i. ATM switch: ATM switches are electronic devices with high speed networking capacity used to transfer data from one end to the other. ATM switches support voice, video and data services and are designed to switch fixed-size data units called cells. Cells are used in ATM communications. The simulated ATM switch received the input cells or information from another ATM device, read and updated the cell header information in order to switch the information cell towards its end-points.

ii. ATM end points: The end points used for the study were personal computers, IP phones, printers, work-stations and routers.

iii. Networking Cables: The cables employed here were straight-through cables, cross over cables and serial DCE cables.

3.4 System Configuration
The configuration of the unifying network carriage was carried out through a set of wireless switches configured on user network to network interface (UNI). Through the UNI, routers were configured as host to an ATM-configured switch. Another interface was configured through NNI to connect two ATM switches into the simulated network.

The simulator used was a software package called the GNS3 (Graphical Network Simulator). This is an open source graphical network simulation tool used to design flexible network. This package was selected after examining several other packages. They were flexible with ATM, Ethernet and frame relays. GNS3 guarantees a true network setting to carry out the configurations. It can run in all popular window versions. Its graphical user-interface was made in a way that no further customization was needed. GNS3 main program window enabled the researcher to drag network devices like routers, switches, firewalls, work stations, IP phones, etc., into the working interface. Through this medium, different connections were created and the focal features of the study were achieved: design
of high quality complex network topology, simulation of simple Ethernet, ATM and frame relay switches, connection of the simulated network to the real wall and packet-capture using wire shark.

Further to the above, the following end points were aiding tools:

1) Personal Computers: personal computers were linked to the Local Area Network (LAN) via cables connection. The personal computer used was a laptop. It was used to send data and video services to the ATM network.

2) IP phone: IP phones were used to deliver voice communication through the ATM network. The model used was a software based phone.

3) Routers: routers were employed to make decisions on the directions of IP packets and route them correctly. A router can be set-up between the Internet service providers (ISP) and the customer network to direct information to either way. The function of a router was to forward packets to other networks until the packet reaches its destination. The router interfaced the two Local Area Network (LANs) used for the study. The routers used were CISCO IOS 7200 routers.

4) Networking cables: Networking cables were used to connect one network device to another network to form a LAN. Further to this accessories, were other shared components such as printers and scanners. The project was wired using the following networking cables.

5) Straight-through cables: Straight-through cables were used to link dissimilar networking devices like switch to pc, switch to router, router to switch, etc. Straight-through cables were used when each end of the communication linkages transmitted and received packets from different pairs. Similarly cross over cables were used to connect similar network devices like pc to pc, router to router, switch to switch, hub to hub, etc. Serial DCE cables were also used to provide the clock signals in order to communicate through bus topology and to connect one router to the other in the network.

3.5 Configuration commands used to activate the ATM switch

The simulator used to model the ATM network was the GNS3. The above highlighted components of the network was configured using the following man-machine language commands:

Set the VCI to VPI ratio. The switching process of the ATM network was based entirely on the VCI to CPI ratio. The VCI to VPI values control the memory distribution in the network. It specifies the maximum value of the VCIs to support the VPI. Fig. 1 is a plate showing ATM switch port numbers configured during the project.

To set the VCI to VPI ratio, the under listed procedures present samples of man-machine language commands initiated.

The numbers used were as follows:

1:1:100=10:1:200

Where

Port = 1
VCI = 100
VPI = 0

Source network

Port = 2
VCI = 200
VPI= 0

Destination network

3.6 Configuration of the routers

The routers used for this work were the CISCO IOS 7200 model. The router was chosen because of the in-built ATM configuration in it. The following procedures present summarized system configuration used.

Router 1
R1> enable
R1# configured terminal
R1 (config) # interface ATM1/0
R1 (config-if)# IP address 192.162.1.1 255.255.255.252
R1 (config-if)# map-group atm-cir-123
R1 (config-if)# no shut down
R1 (config-if)# atmipvc 1 1 100 aa/5 snap
R1 (config-if)# no atmimi-keepalive
R1 (config-if)# exit
R1 (config)# map-list atm-cir-123
R1 (config)# IP 192.168.1.2 atm-VCI broadcast
R1 (config)# interface Ethernet 2/0
R1 (config-if)# IP address 192.168.2.1 255.255.255.0
R1 (config-if)# no shut down.

Configuration for router II
R2> enable
R2# configured terminal
R2 (config) # interface ATM1/0
R2 (config-if)# no shut down
R2 (config-if)# IP address 192.168.1.2 255.255.255.252
R2 (config-if)# map-group atm-cir-123
R2 (config-if)# atmipvc 1 1 200 aa/5 snap
R2 (config-if)# no atmimi-keepalive
R2 (config-if)# exit
R2 (config)# map-list atm-cir-123
R2 (config)# IP 192.168.1.1 atm-VCI broadcast
R2 (config)# interface Ethernet 2/0
R2 (config-if)# IP address 192.168.3.1 255.255.255.0
R2 (config-if)# no shut down.

Switch 1 (sw-1) and switch 2 (sw-2): (sw-1) and (sw-2) in the ATM Network were activated to function as manageable switches. They do not have special configuration in the GNS3 simulator. They simply acted as plug and play switches.

Ping is a computer-based administrative utility used to test the connectivity of end devices in the network. It can also be used to calculate the transmission time used by a message sent from the source-end device to the destination-end devices.

At the end of the ATM network configuration processes, ping commands were used to test the ability of the device to terminate the packets in real-time. The ping commands used for the personal computer, the IP phone and the work-station are presented below:
The ping commands activated during the transceiver processes are respectively presented as follows: Personal computer (Fig. 2), IP phone (Fig. 3) and Work-station (Fig. 4).

FIG. 2: Pinging command for the personal computer
RESULTS AND DISCUSSIONS

4.1 Interpretation of Results

Fig. 5 below shows results obtained after the simulation process. Here, an ATM network was simulated and configured to send information at a speed of 155Mbps. The figure shows two LAN networks: the remote network and the headquarters’ network. All the network devices and their IP addresses are also shown. The ATM switch with an IP address 192.168.1.0 connects the two LANs; thereby making the ATM network a WAN. End devices such as personal computers, IP phones, servers and workstations with their various IP addresses were also connected. The switches serve as a link between the end devices and the routers. The routers job is to forward packets from the remote network to the headquarters’ network. At the end of the configuration, pinging commands were used to test the connectivity of the devices in the network. Packets were sent successfully from the remote network to the headquarters’ network. Table 2 is the presentation made on samples of IP addresses used in configuring the ATM network.
TABLE 2

Samples of IP addresses used in configuring the ATM network

<table>
<thead>
<tr>
<th>S/N</th>
<th>IP Address</th>
<th>Sample</th>
<th>Remark</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>network address</td>
<td>192.168.1.0</td>
<td>WAN</td>
</tr>
<tr>
<td></td>
<td></td>
<td>192.168.2.0</td>
<td>Remote Network (LAN)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>192.168.3.0</td>
<td>headquarter Network (LAN)</td>
</tr>
<tr>
<td>2</td>
<td>Host Address</td>
<td>192.168.1.1</td>
<td>Router 1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>192.168.2.2</td>
<td>Router 2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>192.168.2.1</td>
<td>PC</td>
</tr>
<tr>
<td></td>
<td></td>
<td>192.168.2.2</td>
<td>IP Phone</td>
</tr>
<tr>
<td></td>
<td></td>
<td>192.168.3.1</td>
<td>Server</td>
</tr>
<tr>
<td></td>
<td></td>
<td>192.168.3.2</td>
<td>Work Station</td>
</tr>
<tr>
<td></td>
<td></td>
<td>192.168.3.3</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Subnet Mask</td>
<td>255.255.255.0</td>
<td>- LAN</td>
</tr>
<tr>
<td></td>
<td></td>
<td>255.255.255.252</td>
<td>- WAN</td>
</tr>
</tbody>
</table>

FIG. 5: The ATM network model

4.2 Analysis of Results using Wire Shark

Wire shark is a network packet analyzer. A network packet analyzer is capable of capturing network packets and showing its details as much as possible. Wire shark application helps users to know exactly what is happening inside the network. Wire shark is the best open source packet analyzer used today. After configuring the simulated network, the packet analyzer (wire shark) was activated to examine the functionality of the network. Key issues were examined through wire-shark application (network administrator) to troubleshoot issues arising from the simulated network, check security issues, debug protocol performance and access the networking protocols. Through activating the wire-shark, the simulated network progressively accessed all the captured line packets, examined and displayed details of these packets, save the captured packets and converted these packets to be accessible through windows. Fig. 6 shows Wire-shark configuration captured at the remote network and Fig. 7 is the configuration of Wire-shark captured at the headquarters’ network.
4.3 Analysis of transfer time using Wire-shark

Many analyses were carried out from the results obtained. However, an example of the analyses carried out is hereby described:
Let the remote network be IP address = 192.168.2.0. Let the headquarter network be IP address = 192.168.3.0. To analyze the time the packet left the remote network, IP address = 192.168.2.0 (click enter)
Press CTRL + ALT + 0 to show the time the packet left the remote network (2014-12-22 12:30:00).
To analyze the time the packet reached the headquarters network, IP address = 192.168.3.0 (click enter)
Press CTRL + ALT + 0 to show the time the packet reached the headquarters network (2014-12-22 12:30:01).

4.4 Threats in ATM network

From the study, it was noted that the ATM networks suffered many threats. Examples of some of these threats and their brief descriptions are as follows:
(a) Eavesdropping threat: Here, the attacker linked up to the transmission medium and gained illegal contact to the information. Eavesdropping is a common threat in networks and has been discovered by this study to also occur under ATM network configuration, in spite of the speed of the network.
(b) Spoofing threat: in this case, the attacker pretended to be another user (third party) in order to access the information of the victim with the intention to destroy them. Spoofing attack has some special ways of manipulating information. It might be that the attacker needed special permission to access the unique environment. The study confirmed that ATM operating under a public
network environment is subject to spoofing threat. This was observed when a third network was introduced to serve as the intruding network. In the same vein, since a network is often connected to another network using the Internet, it was not possible to stop the attackers from having access. However, this theory was further put to test by configuring the attacker with a special code not recognized by the network. In the light of this, the attacker, which can be viewed as a virus, was blocked and prevented from having access to other legitimate packages. By so doing, the destructive effect of the virus was reduced, if not eliminated.

(c) Service denial: Since ATM network employs connection-oriented services, a connection, called Virtual circuit (VC) was established and controlled by a set of signals. Virtual circuit was connected by set-up signals and disconnected by drop-party signals. It was observed that the virtual circuit and the network were disconnected when an attacker sent drop party signals to any transitional switch between the Virtual circuit and the network. By regularly sending these signals, the attacker was able to destabilize the links between the users, thereby reducing the Quality of Service (QOS) rendered by the ATM network.

(d) Virtual circuits stealing: When two ATM switches in a network are manipulated, the virtual circuit may be stolen by another customer. For instance, if Virtual circuit-1 and Virtual circuit-2 are two channels activated to pass through switch A and switch B, when user-1 and user-2 were configured to use Virtual circuit-1 and Virtual circuit-2 respectively; if switch A and switch B are synchronized, switch A can switch Virtual circuit-1’s cells from switch A to switch B along Virtual circuit-2, while switch B shall switch back this cells to Virtual circuits-1. However, if switch-A and switch-B failed to recognize these changes, then, the status-quo remains and stealing occurs.

(e) Threat to traffic analysis: under this scenario, the illegal user accessed the message, analyzed and interpreted the message of the communicating parties of the Virtual circuits. This was accomplished through illegal entry into the volume and timing of information processed. This threat was possible because the source and destination points were taken from the cell- header and the routing table.

4.5 Security framework for ATM network

Security is one of the major hurdles of network administrators. In system designing, the services’ security is usually considered after the network has been designed. This method has consequently proven unsatisfactory. The study made conscious efforts to avoid such traps by making security one major part in the process of designing the ATM network. This was done in order to ensure confidentiality, data integrity, accountability and network availability.

Maintaining confidentiality and data integrity are very important in ATM network security. Under accountability, all the ATM network management activities are accounted for. Each network administrator is expected to be liable for any action taken. Being accountable means validation and non-repudiation. It is also necessary for network operators to manage the network and also account for the services rendered. Availability means that all valid users should be able to get access to the ATM services. No service denial should occur. This is necessary so that the quality of service operation can be guaranteed. In view of the above reasons, the following functions were activated to test the ATM security services:

i. Verifying identities: ATM security services were able to create and authenticate the identity of any performer in the ATM network.
ii. Controlling access and permission: The performers in the ATM network were not able to have access to resources they were not permitted to access.
iii. Protecting the confidentiality: Reserved information was transmitted confidentially.
iv. Protecting the information integrity: The integrity of the reserved packets was guaranteed by the security services introduced.
v. Accountability: The ATM security services were observed to be accountable for every action executed.
vi. Functionalities logging: The ATM security services were able to retrieve data configured for security activities in the network facility with the ability to trace this data to their entry points.
vii. Reporting of alarm: The ATM security service was able to produce alarm information relating to threatening variables and selective security situations. This is a relevant tool to aid maintenance officers.
viii. Auditing: In a situation where there was a bridge in security, the ATM security service was able to evaluate the logged information appropriately.
ix. Recovering Security: When there was a breach in data security, the ATM security service was able to identify the threat and recover the network.

5. CONCLUSION

This study confirmed that ATM is a blend of hardware and software packages that offer high speed networking backbone to end-to-end users with improved quality of service delivery, when compared to other network protocols. It further established Asynchronous Transfer Mode to be more than the basic structure of the Broadband Integrated Services Digital Network (B-ISDN). Rather, it is a shared platform for the transmission and switching of circuit or packet oriented networks. ATM, as Interworking unit presented in this study, has a flexible architecture based on a central processor unit that controls the information flux between the modular interfaces, broads through two independent data buses, and is able to process in real time, the protocol conversion between the involved data formats. This electronic device can be integrated on a wide variety of communication infrastructures and traffic environments: such as interconnection of ATM, ISDN or LAN terminals, locally or remotely, over a public telecommunications network.
REFERENCES:


www.ijergs.org