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ABSTRACT: Data mining is one of the essential areas of research that is more popular in health organization. Data mining plays an 

effective role for uncovering new trends in healthcare organization which is helpful for all the parties associated with this field. Heart 

disease is the leading cause of death in the world over the past 10 years. Heart disease is a term that assigns to a large number of 

medical conditions related to heart. These medical conditions describe the irregular health condition that directly affects the heart and 

all its parts. The healthcare industry gathers enormous amount of heart disease data which are not ñminedò to discover hidden 

information for effective decision making. Data mining techniques are useful for analyzing the data from many different dimensions 

and for identifying relationships. This paper explores the utility of various decision tree algorithms in classify and predict the disease. 

KEYWORDS  : Data mining, KDD, Classification, decision tree, ID3, C4.5,C5.0, J48 

INTRODUCTION  

Data mining is one of the most vital and motivating area of research with the objective of finding meaningful information 

from huge data sets. Now a day, Data mining is becoming popular in healthcare field because there is a need of efficient analytical 

methodology for detecting unknown and valuable information in health data. Data mining tools performs data analysis and may also 

uncover important data patterns contributing greatly to Knowledge bases, Business strategies, Scientific and Medical Research. Data 

mining is a more convenient tool to assists physicians in detecting the diseases by obtaining knowledge and information regarding the 

disease from patientôs data.  

Data mining and KDD (Knowledge Discovery in Databases) are related terms and are used interchangeably. According to Fayyad et 

al., the knowledge discovery process are structured in various stages whereas the first stage is data selection where data is collected 

from various sources, the second stage is preprocessing of the selected data, the third stage is  transformation of the data into 

appropriate format for further processing, the fourth stage is Data mining where suitable Data mining technique is applied on the data 

for extracting valuable information and evaluation is the last stage
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CLASSIFICATION  

Classification is a process that is used to find a model that describes and differentiate data classes or concepts, for the purpose of 

using the model to predict the class of objects whose class label is unknown.  

TOOLS FOR CLASSIFICATION  

Some of the major tools used for constructing a classification model include Decision tree, Artificial Neural Network and Bayesian 

Classifier.   

DECISION TREE  

Berry and Linoff defined decision tree as ña structure that can be used to divide up a large collection of records into 

successive smaller sets of records by applying a sequence of simple decision rules. With each successive division, the members of the 

resulting sets become more and more similar to one another.ò 

Decision tree is similar to the flowchart in which every non-leaf nodes denotes a test on a particular attribute and every 

branch denotes an outcome of that test and every leaf node have a class label. The node at the top most labels in the tree is called root 

node. Using Decision Tree, decision makers can choose best alternative and traversal from root to leaf indicates unique class 

separation based on maximum information gain[4]. 

Decision trees are produced by algorithms that are used to identify various ways of splitting a data set into segments. These segments 

form an inverted decision tree. That decision tree originates with a root node at the top of the tree 

ID3 

ID3 the word stands for Iterative Dichotomiser 3. ID3 is one of the decision tree model that builds a decision tree from a 

fixed set of training instances. The resulting tree is used to classify the future samples. 

C4.5 

C4.5 is the latest version of ID3 induction algorithm. It is an extension of ID3 algotithm. This builds a decision tree like the 

ID3. It builds a decision tree from training dataset using Information Entropy concept. So that C4.5 is often called as Statistical 

Classifier. This C4.5 is a widely used free data mining tool. 

C5.0 

This model is an extension of C4.5 decision tree algorithm. Both C4.5 and C5.0 can produce classifiers expressed as either 

decision tree or rulesets. In many applications, ruleset are preferred because they are simpler and easier to understand. The major 

differences are tree sizes and computation time. C5.0 is used to produce smaller trees and very fast  than C4.5. 
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J48 

J48 decision tree is the implementation of ID3 algorithm developed by WEKA project team. J48 is a simple C4.5 decision 

tree for classification. With this technique, a tree is constructed to model the classification process. Once the tree is build, it is applied 

to each tuple in the database and the result in the classification for that tuple. 

DECISION TREE TYPES 

There are many types of Decision trees. The Difference between them is mathematical model that is used to select the 

splitting attribute in extracting the Decision tree rules. Three most commonly used research tests types: 1) Information Gain, 2) Gini 

index and 3) Gain ratio Decision Trees. 

INFORMATION GAIN  

The entropy word stands for the meaning of information gain. This approach selects the splitting attribute that minimizes the 

value of entropy, thus maximizing the information gain. To identify the splitting attribute of decision tree, one must calculate the 

information gain for each and every attribute. Then they select the attribute that maximizes the Information Gain. It is the difference 

between the original information and the amount of information needed.  

GINI INDEX  

The Gini Index is used to measure the impurity of data. The Gini index is calculated for every attribute that is available in the dataset 

GAIN RATIO  

 To reduce the effect of the bias resulting from the use of Information Gain, a variant known as Gain Ratio. The information 

Gain measure is biased toward test with many outcomes. That means, it prefers to select the attributes having a large number of 

values. Gain Ratio adjusts the Information Gain for each attribute to allow for the breadth and uniformity of the attribute values. 

Gain Ratio = Information Gain / Split Information 

Where the split information is a value based on the column sums of the frequency table. 

PRUNING 

 After extracting the decision tree rules, reduced error pruning is pruning the extracted decision rules. Reduced error pruning 

is one of the efficient and fastest pruning methods and it is used to produce both accurate and small decision rules. Applying reduced 

error pruning provides more compact decision rules and reduces the number of extracted rules. 

PERFORMANCE EVALUATION  

 To evaluate the performance of each combination the sensitivity, specificity and accuracy were calculated. To measure the 

stability of performance the data is divided into training and testing data with 10-fold cross validation. 

Sensitivity = True Positive/ Positive 

Specificity = True Negative/ Negative 

Accuracy = (True Positive + True Negative) / (Positive + Negative) 

FOCUS ON THE SURVEY: 

 Atul Kumar Pandey et al. proposed a Novel frequent feature selection method for heart disease prediction[7]. The Novel 

feature selection method algorithm which is the Attribute Selected Classifier method including CFS subset evaluator and Best First 
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search method followed by J48 Decision Tree then integrating the Repetitive Maximal Frequent Pattern Technique for giving better 

accuracy. 

 

Atul Kumar Pandey et al. proposed a prediction model with 14 attributes[8]. They developed that model using j48 Decision 

Tree for classifying Heart Disease based on the Clinical features against unpruned, pruned and pruned with reduced error pruning 

method. They shown the result that the accuracy of Pruned J48 pruned Decision Tree with Reduced Error Pruning Approach is more 

better than the simple Pruned and Unpruned Approach. They proposed the prediction model to the clinical data of heart disease where 

training instances 200 and testing instances 103 using split test mode. 

Nidhi Bhatla et al.  proposed that the observations reveal that the Neural Networks with 15 attributes has outperformed over all other 

data mining techniques[2]. Another conclusion from the analysis is that Decision Tree has shown good accuracy with the help of 

genetic algorithm and feature subset selection. This Research has developed a prototype Intelligent Heart Disease Prediction system 

using data mining techniques namely Decision Tree, Naïve Bayes and Neural Network. A total of 909 records were obtained from the 

Cleveland Heart Disease database. These records were equally divided into two datasets. That are Training dataset with 455 records 

and Testing dataset with 454 records. Various techniques and data mining classifiers are defined in this work which has emerged in 

recent years for efficient and effective heart disease diagnosis.  In this, Decision tree has performed well with 99.62% accuracy by 

using 15 attributes. Moreover, in combination with genetic Algorithm and 6  attributes, Decision tree has shown 99.2% efficiency. 

 

 

 

 

 

Chaitrali S. Dangare et al. analyzed prediction system for Heart disease using more number of attributes[3]. This paper added 

two more attribute obesity and smoking. They expressed a number of factors that increase the risk of Heart disease. That are , High 

Blood Cholesterol, Smoking, Family History, Poor Diet, Hyper Tension ,High Blood Pressure, Obesity and Physical inactivity. The 

data mining classification techniques called Decision Tree, Naïve Bayes and Neural Network are analyzed on Heart Disease database. 

The performance of these techniques are compared based on their accuracy.  They used J48 algorithm for this system. J48 algorithm 

uses pruning method to built a tree. This technique gives maximum accuracy on training data. And also they used Naïve Bayes 

classifier and Neural Network for predicting the Heart Disease. They compared the accuracy for both 13 input attribute and 15 input 

attribute values.  

V.Manikandan et al. proposed that association rule mining are used to extract the item set relations[6].  The data classification is based 

on MAFIA algorithms which result in accuracy, the data is evaluated using entropy based cross validation and partition techniques and 

the results are compared. MAFIA stands for Maximal Frequent Itemset Algorithm. They used C4.5 algorithm to show the rank of 

heart attack with Decision Tree. Finally, the Heart Disease database is clustered using K-means clustering algorithm, which will 

remove the data applicable to heart attack from the database. They used a dataset with 19 attributes. And the goal was to have high 

accuracy, igh precision and recall metrics 

 

 

Classification Techniques Accuracy with 

13 attributes 15 attributes 

Naive Bayes 94.44 90.74 

Decision Tree 96.66 99.62 

Neural Network 99.25 100 
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Techniques Precision Recall Accuracy(%) 

K-Mean based on MAFIA 0.78 0.67 74% 

K-Mean based on MAFIA 

with ID3 
0.80 0.85 85% 

K-Mean based on MAFIA 

with ID3 and C4.5 
0.82 0.92 92% 

 

CONCLUSION 

Heart Disease is a fatal disease by its nature. This disease makes a life threatening complexities such as heart attack and death. The 

importance of Data Mining in the Medical Domain is realized and steps are taken to apply relevant techniques in the Disease 

Prediction. The various research works with some effective techniques done by different people were studied. The observations from 

the previous work have led to the deployment of the proposed system architecture for this work. Though, various classification 

techniques are widely used for Disease Prediction, Decision Tree classifier is selected for its simplicity and accuracy. Different 

attribute selection measures like Information Gain, Gain Ratio, Gini Index and Distance measure can be used. 
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Abstract: Cloud computing is a general term used to describe a new class of network based computing that takes place over the 

internet. The primary benefit of moving to Clouds is application scalability. Cloud computing is very beneficial for the application 

which are sharing their resources on different nodes. Scheduling the task is quite a challenging in cloud environment. Usually tasks are 

scheduled by user requirements. New scheduling strategies need to be proposed to overcome the problems proposed by network 

properties between user and resources. New scheduling strategies may use some of the conventional scheduling concepts to merge 

them together with some network aware strategies to provide solutions for better and more efficient job scheduling. Scheduling 

strategy is the key technology in cloud computing. This paper provides the survey on scheduling algorithms. There working with 

respect to the resource sharing. We systemize the scheduling problem in cloud computing, and present a cloud scheduling hierarchy. 

Keywords: Scheduling, Cloud computing, Resource allocation, Efficiency, Utility Computing, Performance. 

1. INTRODUCTION  

The latest innovations in cloud computing are making our business applications even more mobile and 

collaborative, similar to popular consumer apps like Facebook and Twitter. As consumers, we now expect that 

the information we care about will be pushed to us in real time, and business applications in the cloud are 

heading in that direction as well.  

Cloud computing models are shifting. In the cloud/client architecture, the client is a rich application running on 

an Internet-connected device, and the server is a set of application services hosted in an increasingly elastically 

scalable cloud computing platform. The cloud is the control point and system or record and applications can 

span multiple client devices. The client environment may be a native application or browser-based; the 

increasing power of the browser is available to many client devices, mobile and desktop alike. 

 Robust capabilities in many mobile devices, the increased demand on networks, the cost of networks and the 

need to manage bandwidth use creates incentives, in some cases, to minimize the cloud application computing 

and storage footprint, and to exploit the intelligence and storage of the client device. However, the increasingly 

complex demands of mobile users will drive apps to demand increasing amounts of server-side computing and 

storage capacity. 

 

1.1 Cloud Architecture 

The Cloud Computing architecture comprises of many cloud components, each of them are loosely coupled. We 

can broadly divide the cloud architecture into two parts:Front End refers to the client part of cloud computing 

system. It consists of interfaces and applications that are required to access the cloud computing platforms, e.g., 

Web Browser.Secondly,Back End refers to the cloud itself. It consists of all the resources required to provide 
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cloud computing services. It comprises of huge data storage, virtual machines, security mechanism, services, 

deployment models, servers, etc. 

 

 

Fig 1.Cloud Architecture 

1.2 Resource Allocation 

Resource Allocation is all about integrating cloud provider activities for utilizing and allocating scarce 

resources within the limit of cloud environment so as to meet the needs of the cloud application. It requires the 

type and amount of resources needed by each application in order to complete a user job. The order and time of 

allocation of resources are also an input for an optimal resource allocation. 

An important point when allocating resources for incoming requests is how the resources are modeled. There 

are many levels of abstraction of the services that a cloud can provide for developers, and many  

 

Fig 2. Schematic Representation 

parameters that can be optimized during allocation. The modeling and description of the resources should 

consider at least these requirements in order for the resource  allocation works properly.Cloud resources can be 

seen as any resource (physical or virtual) that developers may request from the Cloud. For example, developers 

can have network requirements, such as bandwidth and delay, and computational requirements, such as CPU, 

memory and storage.  
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When developing a resource allocation system, one should think about how to describe the resources present in 

the Cloud. The development of a suitable resource model and description is the first challenge that a resource 

allocation must address. An resource allocation also faces the challenge of representing the applications 

requirements, called resource offering and treatment. Also, an automatic and dynamic resource allocation must 

be aware of the current status of the Cloud resources in real time. Thus, mechanisms for resource discovery and 

monitoring are an essential part of this system. These two mechanisms are also the inputs for optimization 

algorithms, since it is necessary to know the resources and their status in order to elect those that fulfill all the 

requirements. 

                                                         

Fig 3. Allocation of Resources 

3.Scheduling Algorithms 

3.1.A green energy-efficient scheduling algorithm using the DVFS technique for cloud datacenters: 
 Chia-Ming Wu et al, Ruay-Shiung Chang, Hsin-Yu Chan, 2014 

 

The dynamic voltage and frequency scaling (DVFS) technique can dynamically lower down thesupply voltage 

and work frequency to reduce the energy consumption 

while the performance can satisfy the requirement of a job.There are two processes in it. First is to provide 

thefeasible combination or scheduling for a job. Second is to providethe appropriate voltage  

and frequency supply for the servers viathe DVFS technique. 

 

This technique can reduce the energy consumption of a server when itis in the idle mode or the light workload.It 

satisfies the minimum resource requirement of a joband prevent the excess use of resources.The simulation 

results show that this method can reduce the energy consumption by 5%ï25%. 

 

3.2.A new multi-objective bi-level programming model for energy andlocality aware multi-job scheduling 

in cloud computing: 
Xiaoli Wang, Yuping Wang, Yue Cui, 2014 

 

This programming model is based on MapReduce to improve energy efficiency of servers. First, the variation of 

energy consumption with the performance of servers is taken into account. Second, data locality can be adjusted 

dynamically according to current network state; last but not least,considering that task-scheduling strategies 

depend directly on data placement policies. 

 

This algorithm is proved much more effective thanthe Hadoop default scheduler and the Fair Scheduler in 

improvingserversô energy efficiency. 

 

Resource 
Allocation

Cloud 
Resource 

Modeling of 
Resources

Developer 
Requirements
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3.3.Cost-efficient task scheduling for executing large programsin the cloud: 
Sen Su a, Jian Li a, Qingjia Huang a, Xiao Huang a, Kai Shuanga, Jie Wang b,2013 

 

The cost efficient task-scheduling algorithm using two heuristic strategies .The first strategy dynamically maps 

tasks to the most cost-efficient VMs based on the concept of Pareto dominance. The second strategy, a 

complement to the first strategy, reduces the monetary costs of non-critical tasks. This algorithm is evaluated 

with extensive simulations on both randomly generated large DAGs and real-world applications. The further 

improvements can be made using new optimization techniques and incorporating penalties for violating 

consumer-provider contracts. 

 

3.4.Priority Based Job Scheduling Techniques In Cloud Computing: A Systematic Review: 
Swachil Patel, Upendra Bhoi,2013 

 

Job scheduling in cloud computing mainly focuses to improve the efficient utilization of resource that is 

bandwidth, memory and reduction in completion time .There are several multi-criteria decision-making 

(MCDM) and multi-attribute decision-making (MCDM) which are based on mathematical modeling. This PJSC 

is based on Analytical Hierarchy Process (AHP). 

 

A modified prioritized deadline based scheduling algorithm (MPDSA) is proposed using project management 

algorithm for efficient job execution with deadline constraint of userôs jobs. MPDSA executes jobs with closest 

deadline time delay in cyclic manner using dynamic time quantum.  

 

There are several issues related toPriority based Job Scheduling Algorithm such as complexity, consistency and 

finish time.  

 
3.5. CLPS-GA:  A CASE LIBRARY AND PARETO SOLUTION-BASED HYBRID GENETIC  ALGORITHM FOR  ENERGY 

AWARE  CLOUD SERVICE SCHEDULING 

 Ying Feng
b
, Lin Zhang

a
, T.W. Liao,2014. 

 

On the basis of classic multi-objective genetic algorithm, a case library and Pareto solution based hybrid 

Genetic Algorithm (CLPS-GA) is proposed to solve the model. The major components of CLPS-GA include a 

multi-parent crossover operator (MPCO), a two-stage algorithm structure, and a case library. Experimental 

results have verified the effectiveness of CLPS-GA in terms of convergence, stability, and solution diversity. 

 

3.6.Scheduling ScientificWorkflows Elastically for Cloud Computing:  

Cui Lin, Shiyong Lu, 2011 

 

It proposes the SHEFT algorithm (Scalable-Heterogeneous-Earliest-Finish-Time algorithm)to schedule 

workflows for a Cloud computing environment. SHEFT is an extension of the HEFT algorithm which is applied 

for mapping a workflow application to a bounded number of processors. 

 

We schedule these workflows by the HEFT and SHEFT algorithms,andcompare workflow makespan by the two 

algorithms as the size of the workflows increases. 

 

3.7. Job scheduling algorithm based on Berger model in cloud environment: 
BaominXua, Chunyan Zhao b, EnzhaoHua, Bin Hu c,d, et al., 2011 

 

http://www.sciencedirect.com/science/article/pii/S1568494614000568
http://www.sciencedirect.com/science/article/pii/S1568494614000568
http://www.sciencedirect.com/science/article/pii/S1568494614000568
http://www.sciencedirect.com/science/article/pii/S1568494614000568
http://www.sciencedirect.com/science/article/pii/S1568494614000568
http://www.sciencedirect.com/science/article/pii/S1568494614000568
http://www.sciencedirect.com/science/article/pii/S1568494614000568
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The Berger model of distributive justice is based on expectation states. It is a series of distribution theories of 

social wealth. Based on the idea of Berger model, two-fairness constraints of job scheduling are established in 

cloud computing. The job scheduling is implemented in a cloud Sim platform. 

 

The proposed algorithm in this paper is effective implementation of user tasks,and with better fairness.In future 

enhancement it deals with build a fuzzyneural network of QoS feature vector of task and parameter vectorof 

resource based on the non-linear mapping relationship between QoS and resource. 
 

3.8.Efficient dynamic task scheduling in virtualized data centers with fuzzy prediction: 
Xiangzhen Kong a,n, ChuangLin a, YixinJiang a, WeiYan a, XiaowenChu et al.,2011 

 

Thegeneralmodelofthetaskschedulingin VDCisbuiltby MSQMS-LQ, andtheproblemisformulates an 

optimization problemwithtwoobjectives:averageresponsetime and 

availabilitysatisfactionpercentage.Basedonthefuzzyprediction systems,anon-

linedynamictaskschedulingalgorithmnamed SALAF is proposed. The experimental results show that the 

proposed algorithm could efficiently improve the total availability of VDCs while maintaining good 

responsiveness performance. 

 

Considering the cost of consolidation, there exists an optimal consolidation ratio in a VDC that may be related 

to the hardware resource and the workload, which is an issue in it. 

 

3.9.Policy based resource allocation in IaaS cloud: 
AmitNathani a, Sanjay Chaudharya, GauravSomani et al.,2012 

 

Haizea uses resource leases as resource 

allocation abstraction and implements these leases by allocating Virtual Machines (VMs). An approximation 

algorithmis proposed in which minimize the number of allocatedresources which need to be reserved for a batch 

of tasks.When swappingand preemption both fails to schedule a lease, the proposedalgorithm applies the 

concept of backfilling. 

 

The results show that it maximizes resource utilization and acceptance of leases compared to the existing 

algorithm of Haizea.Backfilling has a disadvantage of requiring more preemption, which increases overall 

overhead of the system. 

 

3.10.Honey bee behavior inspired load balancing of tasks in cloud computing environments: 
DhineshBabu L.D. a* , P. VenkataKrishnab et al.,2013 

 

HBB-LB aims to achieve well balanced load across virtual machines for maximizing the throughput. It proposes 

a load balancing technique forcloud computing environments based on behavior of honey bee foraging strategy. 

Honey bee behavior inspired load balancing improvesthe overall throughput of processing and priority based 

balancingfocuses on reducing the waiting time for the task on a queue of VM.  

 

A task removed from overloaded VM has to find a suitable under loaded.It has two possibilities, either it finds 

the VM set which is a Positive signal or it may not find the suitable VM i.e a negative signal. 

 

HBB-LB is more efficient with lesser number of task migrations when compared with DLB and HDLB 

techniques. This algorithm can be extended further by considering the Qos factors in it. 
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3.11.Morpho:A decoupled MapReduce framework for elasticCloud computing: 
Lu Lu, XuanhuaShi ,Hai Jin, Qiuyue Wang, Daxing Yuan, Song Wu, 2014 

 

 To address the problems of frequently loading andrunning HDFS in virtual clusters and downloading and 

uploading 

data between virtual clusters and physical machines, Morphouniquely proposes a decoupled MapReduce 

mechanism that 

decouples the HDFS from computation in a virtual cluster andloads it onto physical machines 

permanently.Morpho also achieves high performance by two complementary strategies for data placement and 

VM placement, which can provide better map and reduce input locality. 

 

Evaluation is done using two metrics, job 

execution time and Cross-rack data transfer 

amount .Nearly 62% speedup of job execution time and a significant reduction in network traffic is achieved by 

this method. 

 

3.12.CCBKE - Session key negotiation for fast and secure scheduling of scientific applications in cloud 

computing: 
Chang Liu et al., XuyunZhanga, Chi Yangb, Jinjun Chena,2013 

 

Cloud Computing Background Key Exchange (CCBKE), a novel authenticated 

key exchange scheme that aims at efficient security-aware scheduling of scientific applications. This scheme is 

designed based 

on the commonly-used Internet Key Exchange (IKE) scheme and randomness-reuse strategy. The data set 

encryption technique used are block cipher, AES,in Galois Counter Mode (GCM) with 64 k tables, Salsa20/12 

and stream cipher. 

 

This scheme improve the efficiency by dramatically reducing time consumption and computation load without 

sacrificing the level of security.This scheme canbe extended in future to improve the efficiency of symmetric-

key encryption towards more efficient security-aware scheduling. 

 

3.13.A Ranking Chaos Algorithm for dual scheduling of cloud service and computing resource in private 

cloud: 
YuanjunLailia, Fei Tao a, Lin Zhang a,*, Ying Cheng a, YongliangLuoa, Bhaba R. Sarkerb,2013 

 

The combination of Service Composition 

Optimal Selection (SCOS) and Optimal Allocation of Computing Resources (OACR) is known as dual 

scheduling. For addressing large-scale Cloud Services and Computing Resources (DS-CSCR) problem, a new 

Ranking Chaos Optimization (RCO) 

is proposed. 

 

In RCO algorithm ,individual chaos operator was designed, then a new adaptive ranking selection was 

introduced for control the state of population in iteration. Moreover, dynamic heuristics were also defined and 

introduced to guide the chaos optimization.  

 

Performances in terms of searching ability, time complexity and stability in solving the DS-CSCR problem is 

optimal with the use of RCO algorithm but the design of heuristic 

function for specific problems in the dynamic heuristic operator iscomplex and hardthough. 
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3.14.Analysis and Performance Assessment of CPU Scheduling Algorithms in Cloud using Cloud Sim: 
Monica Gahlawat, Priyanka Sharma,2013 

 

 This paper analyzes and evaluates the performance of various CPU scheduling in cloud environment using 

CloudSim. Shortest job first and priority scheduling algorithms are beneficial for the real time applications. 

Because of these algorithms the clients can get precedence over other clients in cloud environment. 

 

Here it deals only with the three algorithms such as FCFS, SJF and priority scheduling.This survey can also be 

extended for other adaptive and dynamic algorithms suited the virtual environment of cloud. 

 

3.15.An Algorithm to Optimize the Traditional Backfill Algorithm Using Priority of Jobs f or Task 

Scheduling Problems in Cloud Computing: 
LalShriVratt Singh, Jawed Ahmed, Asif Khan,2014 

 

This paper proposes an efficient algorithm óP-Backfillôwhich is based on the traditional Backfill algorithm using 

prioritization of jobs for achieving the optimality of scheduling in cloud systems.The dynamicmeta scheduler 

will deploy the arriving jobs using P-Backfill algorithm to utilize the cloud resourcesefficiently with less 

waiting time. 

 

P-Backfill starts the execution of the jobs according to their priority status. It also uses the pipelining 

mechanism in order to execute multiple jobs at a time.The P-Backfill algorithm is more efficient than other 

other traditional algorithms such as traditional Backfill, FCFS, SJF, LJF and Round Robin algorithms since it 

selects the jobs according to their priority levels. 

 

3.16.Efficient Optimal Algorithm of Task Scheduling in CloudComputing Environment: 
Dr. AmitAgarwal, Saloni Jain,2014 

 

An optimized algorithm for task scheduling based on genetic simulated annealing algorithm is proposed. Here 

Qos and response time is achieved by executing the high priority jobs (deadline based jobs) first by estimating 

job completion time and the priority jobs are spawned from the remaining job with the help ofTask Scheduler. 

 

Three scheduling algorithm First come first serve, Round robin scheduling and is generalized priority algorithm. 

In FCFS resource with the smallest waiting queue time and is selected for the incoming task. Round Robin (RR) 

algorithm focuses on the fairness. the tasks are initially prioritized according to their size such that one having 

highest size has highest rank in general prioritized algorithm. The experimental result shows that general 

prioritized algorithm is more efficient than FCFS and 

Round Robin algorithm. 

 

3.17 Comparative Based Analysis of Scheduling Algorithms for ResourceManagement in Cloud 

Computing Environment: 
C T Lin et al.,2013. 

 

The resource scheduling in this paper is based on the parameters like cost, performance, resource utilization, 

time, priority, physical distances, throughput, bandwidth, resource availability. 

 

The scheduling algorithm based on cost factor includes deadline distribution algorithm, backtracking, and 

improved activity based cost algorithm, compromised time-cost. The algorithm based on the throughput 

includes Extended Min-Min,modified ant colony optimization. Earliest deadline, FCFS, Round robin is time 

based 
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The advantage of this comparative study is that as per the requirements of the consumers and service providers 

they can select the appropriate class of scheduling algorithms for different types of services required. This study 

may further be used for optimization of different algorithms for better resource management in cloud computing 

environment. 

 

 

3.18Fairness As Justice Evaluator In Scheduling Cloud Resources - A survey: 

 Anuradha1, S. Rajasulochana,2013 

 

Fairness in schedulingimproves the efficiency and provides optimal resource allocation. Fairness constraint 

proposed by  

 

 

Berger model plays an important role in determining the fair allocation of resources by means of justice 

evaluation function. An efficient scheduler should provide fair allocation of resources in a way it ensures no 

task is starving for resources. 

 

The heuristic algorithms are present for both static mapping and dynamic mapping. QoS based heuristic 

algorithms for static mapping are min-min algorithm, max-min algorithm, opportunistic load balancing, and 

suffrage heuristics. dynamic scheduling includes immediate mode heuristic algorithms and batch mode heuristic 

algorithms. 

 

Backfilling algorithms are used to overcome the problem of starvation and waiting time. Backfilling strategy 

may/may not schedule the jobs based on priority which is both its advantage as well as disadvantage. 

 

3.19  A Survey Of Various Qos-Based Task Scheduling Algorithm In Cloud Computing Environment: 
Ronak Patel, Hiren Mer,2013 

 

QoS is the collective effort of services performance, which determines the degree of the satisfaction of a user 

for the services.It  is expressed in  completion time, latency, execution price, packet loss rate, throughput and 

reliability. 

 

Task scheduling algorithm based on QoS-driven in cloud computing (TS-QoS) compute the priority of the task 

according to the special attributes of the tasks, and then sort tasks based on priority.It solves the starvation 

problem and follow FCFS principle. 
 

3.20 Resourcemanagementfor  allocation infrastructure as a Service (IaaS) in cloud computing: A survey 
SunilkumarS.Manvi a, GopalKrishnaShyam et al., 

This paper focuses on some of the important resource management techniques such as resource provisioning, 

resource allocation, resource mapping and resource adaptation.The common issues associated with IaaS in 

cloud systems are virtualization and multi-tenancy, resource management, network management, data 

management, APIs, interoperability. 

 

The performance metrics are used to compare different works under resource management techniques. The 

metrics considered are reliability, deployment ease, Quality of Service, delay and control overhead.  

 

4. Experimental Results 
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From these various scheduling techniques we choose the effective task scheduling algorithm. The algorithm is 

implemented with the help of simulation tool (CloudSim) and the result obtained reduces the total turnaround 

time and also increase the performance. This algorithm deals with the parameters like throughput, makespan 

and cost.  

 

 
Fig 4.MakespanVs Jobs 

 

 

 
Fig 5. Throughput Vs Jobs 

 

 
 

Fig 6. Cost Vs Jobs 

 

 

 

 

Thus the experimental results show that the scheduling algorithms enhance the makespan as well as the 

throughput of the resources in the cloud environment. 
 

The cloud service providers are those who provide cloud service to the end users. Each CSP promote various 

scheduling techniques based on their compatibility and availability. The comparison of various CSP and the 

scheduling algorithm used by their organization is being comprised as below. 

 
Cloud Service 

Providers 
Open 

Source 
Scheduling Algorithms 

Eucalyptus Yes Greedy first fit and 

Round robin 
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Open Nebula Yes Rank matchmaker 

scheduling, preemption 
scheduling 

Rackspace Yes round robin, weighted 

round robin, least 

connections, 
weighted least 

connections 
Nimbus Yes Virtual machine 

schedulers PBS and 

SGE 
Amazon EC2 No Xen ,swam, genetic 

RedHat Yes BFS ,DFS 
lunacloud Yes Round robin 

 

Fig 7. Comparison of CSPôs 

 

5. Conclusion 

 

In this paper, we have studied about the problems in scheduling and also about various kinds of scheduling 

algorithms. 

 

 The scheduling algorithm for the datacenter should be chosen based on the requirements of datacenter and the 

kind of data they store in it. We have analyzed the relation between the data that hits the datacenter as well the 

scheduling algorithm which is required to promote resource allocation in the cloud datacenters. This survey has 

provided us a crystal clear idea about the wide dimensions of scheduling resources and their functions. 
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Abstract - The knowledge of the soil hydrodynamic functions is essential for modeling the soil water dynamics and different 

components of water balance. Major contribution of these components occurs during the wet range of water availability in the soil 

profile. The functional form of the most commonly used theoretical hydrodynamic functions of Brooks-Corey and van Genuchten 

coupled with Burdine and Mualem hydraulic conductivity models were developed for coarse, medium, and moderately fine-textured 

soils. For developing these functional forms, parameterization and fitting performance of the corresponding soil water retention 

functions were performed using RETC computer code employing non-linear least-squares optimization. It was observed that for the 

wet range of water availability in the loam and silty clay loam soil, the best performance was given by the Brooks-Corey soil water 

retention function followed by van Genuchten functions with m = 1 1/n and m = 1 2/n. However for this range of water availability, 

the van Genuchten functions with m = 11/n gave a slight better performance in sand in comparison to other functions which gave 

same performance. It was observed that as the sand content of these soils decreases, the hydraulic conductivity and soil water 

diffusivity at particular soil water content also decreased. The hydraulic conductivity predicted by the Mualem-van Genuchten 

function were observed to be less than predicted by Mualem-Brooks-Corey function and the same trend was observed for the soil 

water diffusivity for these soils.         

Key Words: Soil water retention functions-Brooks-Corey, van Genuchten, RETC code, parameterization, fitting performance, 

Burdine and Mualem models, hydraulic conductivity, soil water diffusivity. 

INTRODUCTION : The knowledge of hydrodynamic functions of soil water retention, hydraulic conductivity and soil water 

diffusivity is essential for modeling the different components of the water balance i.e. internal drainage and evaporation from the soil 

profile, capillary contribution to it and water storage changes within it as well as solute and contaminant transport to and from the 

groundwater. These processes are affected mainly by the texture and degree of wetness of the soil profile. For in-situ estimation of 

hydraulic conductivity of the unsaturated soil, direct methods of plane of zero flux [1] constant flux vertical time domain reflectometry 

[2] and instantaneous profile method [1] were used but Durner and Lipsius [3] reported that these methods are considerably more 

difficult and less accurate and they further suggested the use of indirect method of estimation using soil water retention function 

developed from the easily measured soil water retention data. Various soil water retention functions, relation between soil water 

content and soil water suction head, have been proposed [4,5,6,7,8,9,10,11,12,13,14] Some of these functions though provided better 

predictions but are difficult to incorporate into the statistical pore-size distribution models for developing the analytical hydrodynamic 

functions. Abrisqueta et al. [15] reported that there is a wide body of literature in which hydrodynamic behavior of the soils have been 

described based on their water retention functions for the entire range of saturation. Leij et al. [16] and Assouline and Tartakovsky[17] 

reported that among a variety of soil water retention functions which were evaluated for the entire range of soil water from saturation 

to oven- dryness, the functions proposed by Brooks-Corey and van Genuchten are most popular for use in numerical modeling of 
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water flow and solute transport within the unsaturated porous media. These two empirical retention functions of with specific number 

of parameters fitting the observed soil water retention data to different extents can be embedded into the statistical pore-seize 

distribution-based hydraulic conductivity models of either Burdine [18] or Mualem [19] for developing the corresponding predictive 

theoretical unsaturated hydraulic conductivity functions having the same parameters as in the corresponding soil water retention 

functions and further developing the soil water diffusivity functions. Rossi and Nimmo [13] reported that these soil water retention 

functions performed differently in the wet, middle and dry ranges of water content from saturation to oven-dryness in the soil profile.  

Major contribution of these processes as stated above occur in the moist (wet) range of soil water and such moist conditions prevail for 

most of the time during the periods immediately following each rainfall event and under drip irrigation. So in this study, the 

hydrodynamic functions in the wet range of water availability in different soils were evaluated for developing the functional 

unsaturated hydraulic conductivity and soil water diffusivity functions for further use in modeling the soil water dynamics.        

Materials and Methods 

Soil water retention data 

The soil water retention data Kalane et al., [20] at the soil water suction heads of 0, 20, 40, 60, 80, 100, 120, 150 and 180 cm  (taken as 

positive) of different samples  from the soil textural classes of sand (coarse texture), loam (medium texture ) and silty clay loam 

(moderately fine texture ) collected from different locations in Haryana, India and the corresponding with the soil water contents were 

utilized for optimizing the parameters of the soil water retention functions and for evaluating the hydrodynamic functions. According 

to USDA textural classification of soils, the textural class of sand has proportions of sand, silt and clay ranging from 86 to 100, 0 to 14 

and 0 to 10 percent, respectively while these constituents range from 23 to 52, 28 to 50 and 7 to 27 percent in soil, respectively and the 

silty clay loam soil has these ranging from 0 to 20, 40 to 73 and 27 to 40 percent, respectively.           

Soil water retention functions   

The empirical soil water retention functions proposed by van Genuchten [7] with fixed (m = 11/n and m = 1 2/n) shape parameters 

and Brooks-Corey [4] were used in this analysis. The van Genuchten proposed the empirical sigmoidal- shaped continuous (smooth) 

four-parametric power-law function as: 

Se = 1 + ( VθG h)n m (1) 

  Where Se [= (ʃh ʃr )/ (ʃs  ʃr )]  is the dimensionless effective saturation,ʃ,ʃs and ʃr   are the water content at the soil water 

suction head h, saturated and residual water contents, respectively. The parameter VθG is an empirical constantL 1 . In this function, 

the four unknown parameters areʃr , ʃs, θ VG and n. The dimensionless parameters n and m (fixed with each other) are the parameters 

related to the pore-size distribution affecting the shape of the function. For developing the closed-form (analytical) function of the 

unsaturated hydraulic conductivity by coupling the van Genuchten soil water retention function with the hydraulic conductivity 

models of either of Burdine or Mualem,  the conditions of fixed shape parameters m = 1 2/n and m = 1 1/n  need to be satisfied, 

respectively. However, Durner [21] reported that these constraints of fixing the shape parameters eliminated some of the flexibility.  

 Brooks ïCorey proposed the empirical four-parametric power-law soil water retention function as: 

Se = ( BθC h) ʇBC(2) 
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 Where θ BC is an empirical parameterL 1  representing desaturation rate of soil water is related to the pore-size distribution 

and whose inverse is regarded as the reciprocal of the height of the capillary fringe. The parameter   ʇBC is the pore-size distribution 

index affecting the slope of this function and characterizes the width of the pore-size distribution. In this function, the four unknown 

parameters areʃr ,ʃs, BθC and ʇBC.   

Estimation of hydraulic conductivity functions 

Based on the statistical pore-size distribution in the soil medium, the relative hydraulic conductivity function is defined by a 

mathematical expression [22] as: 

Kr Se =  se
ὰ
᷿ h (ʃ) ɼ dʃ
ʃ
ʃr

᷿ h (ʃ) ɼ dʃ
ʃs
ʃr

ɾ

(3) 

             The parameter l is the tortuosity factor which characterizes the combined effects of pore-connectivity and flow path and ɓ and 

ɔ are the constants. Eq. (3) reduces to the Burdine model  when ɓ = 2 and ɔ = 1 and to the Mualem model  when ɓ = 1 and ɔ = 2. Kr 

(Se) (= K (Se)/ Ks) is the dimensionless relative unsaturated hydraulic conductivity and Ks LT 1  is the saturated hydraulic 

conductivity.  

             Coupling of the Brooks-Corey soil water retention function with the Burdine and Mualem models yielded the corresponding 

Se- based hydraulic conductivity functions, respectively as:  

                         K(Se) = KsSe
ὰ+ 1 + (2/ʇBC)

(4) 

 K(Se) = KsὛὩ
ὰ+ 2 + (2/ʇBC)

(5) 

 Van Genuchten coupled his soil water retention function Se  (h) with the Mualem model and its integration led to the 

derivation of the unsaturated hydraulic conductivity in the form of an Incomplete Beta Function for a general case of independent 

parameters m and n as: 

  K (Se) =  KsSe
ὰIʁ(m +  1/ n ,1 ɀ 1/ n)

2
(6) 

        Where Iʁ (m +  1/ n ,1 ɀ 1/ n)) is the Incomplete Beta Function and ‒= Se
1/ά

. Under the condition m = 11/n, the Eq. (6) when 

integrated, the unsaturated hydraulic conductivity reduced to the closed-form as:  

 K (Se) =  KsSe
ὰ 1 (1 Se

1

m )m

2

(7) 

The Burdine-based hydraulic conductivity function with independent m and n parameters is expressed as:      

K (Se) =  KsSe
ὰIʁ(m +  2/ n ,1 ɀ 2/ n) (8) 

 Where Iʁ (m +  2/ n ,1 ɀ 2/ n) is the Incomplete Beta Function and ‒= Se
1/ά

. The integration of Eq. (8) under the constraint m = 

1 2/n led to the analytical form of ὛὩ  based unsaturated hydraulic conductivity as:   
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K(Se) =  KsSe
ὰ1 (1 Se

1/ m
)m (9) 

Estimation of soil water diffusivity functions 

The soil water diffusivity D (Se) [L2T 1] was derived by multiplying the K (Se) by the inverse of the soil water capacity C (Se) [L 1]. 

The C (Se) is the first derivative of the soil water retention function i.e. dʃ/dh. For the Brooks-Corey soil water retention function, C 

(Se) was derived as:  

 C (Se) = ɻBCʇBC (ʃs  ʃr ) Se
ʇBC+ 1 /ʇBC(10) 

Multiplying Eqs. (4) and (5) by the inverse of Eq. (10) resulted in the Burdine and the Mualem-based Brooks-Corey soil water 

diffusivity functions, respectively as: 

                          D (Se) = Ks ɻBCʇBC (ʃs  ʃr )
1 Se

l+ 1/ʇBC (11) 

                        D (Se) = Ks ɻBCʇBC (ʃs  ʃr )
1 Se

l+ 1+ 1/ʇBC (12) 

For the soil water retention function, the soil water capacity C (Se) was derived as:  

                     C (Se) = m n ɻVG ʃS ʃr Se
1/  m 

1 se
1/ m m

(13) 

Multiplying Eqs. (7) and (9) by the inverse of Eq. (13) yielded the Mualem and Burdine- based van Genuchten soil water diffusivity 

functions, respectively as:  

 D (Se) =Ks
(1 m)

ɻVG m(ʃS ʃr )
Se
ὰ1/ m

1  Se
1/ m m

+  1  Se
1/ m m

2 (14) 

                     D (Se) =Ks
(1 m)

ɻVG  1+ m  (ʃs  ʃr
Se

(ὰ1/ m)
1  Se

1/ m m
1 (15) 

 For using the value of tortuosity factor (l), Wosten and van Genuchten [23] reported that this value where is from soil to soil 

and fits may not be reasonable especially for medium and fine-textured soils. But in this analysis, the average values of tortuosity 

factor (l) equal to 2.0 and 0.5 as proposed by Burdine and Mualem were used for Burdine and Mualem-based predictive unsaturated 

hydraulic conductivity and soil water diffusivity functions, respectively. The values of m for the Burdine and Mualem-based of 

conductivity and diffusivity functions were calculated by fixing m = 12/n and m = 1 1/n, respectively. The saturated hydraulic 

conductivity values as determined experimentally by Kalane et al. [20] for these soils were used. 

Parameterization and evaluation of fitting performance  

For estimation of unknown parameters of soil water retention functions, RETC (RETention Curve) computer code van Genuchten et 

al. [24] was used by utilizing the observed soil water retention data only and these were represented by a vector b equal 

toʃr ,ʃs, VθG, n   for van Genuchten function and equal to ʃr ,ʃs, BθC,ʇBC, for Brooks-Corey function. In this code, these parameters 

are optimized iteratively by minimizing the residual sum of squares (RSS) of the observed and fitted soil water retention data ʃ(h) by 
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taking RSS as the objective function O (b) using weighted non-linear least-squares optimization approach based on the Marquardt-

Levenbergôs maximum neighborhood method [25] as:  

                                   O (b) = В w i ʃi ʃi Ἢ
2N

i= 1 (16) 

               Where ʃi  and ʃi  are the observed and the corresponding fitted soil water contents, respectively. N is the number of the soil 

water retention data points and equal to 9 in this analysis. The weighting factors w i  which reflects the reliability of the measured 

individual data were set equal to unity in this analysis as the reliability of all the measured soil water retention data was considered 

equal. A set of appropriate initial estimates of these unknown parameters was used so that the minimization process converges after 

certain iterations to the optimized values of these parameters. For evaluating the fitting performance, goodness of fit of the observed 

and fitted data was estimated by the coefficient of determination (r2) characterizing the relative magnitude of the total sum of squares 

associated with the fitted function as: 

r2=Вʃi ʃi
2

/ Вʃi ʃi
2(17) 

Where ʃi  is the mean of observed soil water retention data. 

Results and Discussion 

The optimized values of saturated water contents (Table 1) were observed to be 0.40, 0.46 and 0.52 cm3/ cm3 for the sand, loam and 

silty clay loam soils, respectively for both the soil water retention functions of Brooks-Corey and van Genuchten and on comparison 

with the experimentally determined saturated water contents Kalane et al. [20] a complete perfect match was found. It was also 

observed that as the fineness of the soil texture increases, the predicted residual soil water contents increased from 0.02 to 0.25 cm3/ 

cm3 by Brooks-Corey function, from 0.04 to 0.35 cm3/ cm3 by van Genuchten function with constraint m = 11/n and from 0.03 to 

0.33 cm3/ cm3 by van Genuchten with fixed shape parameter m = 12/n for these soils. The residual water contents predicted by 

Brooks-Corey function were observed to be less in comparison to predicted by van Genuchten function. Among the van Genuchten 

functions, the van Genuchten with fixed m = 12/n predicted less residual soil water contents in comparison with fixed m = 1  1/n. 

The residual water contents predicted by these functions ranged from 0.02 to 0.04, 0.16 to 0.25 and 0.25 to 0.35 cm3/ cm3 for sand, 

loam and silty clay loam soils, respectively. 

It is seen from Table 1 that as the clay content of these soils increases, the values of BθC and θ VG decreased and the Brooks-Corey 

function predicted θBC values of 0.1062, 0.0452 and 0.0321 for sand, loam and silty clay loam soils, respectively indicating more 

height of the capillary fringe (inverse of θBC ) in the silty clay loam followed by loam and sand soils. These BθC  values were 

observed to be higher than the values of VθG for these soils. Among the van Genuchten functions, VθG values of 0.0712, 0.0254 and 

0.0184 predicted with fixed m = 1 1/n were found to be lower than function with m = 12/n. 

The values of ʇBC were observed (Table 1) to be 0.5969, 0.4228 and 0.4225 for sand, loam and silty clay loam soils indicating that as 

the sand content of these soils decreases, these values also decreased which indicated that the slope of the water retention function of 

Brooks-Corey was observed to be more in sand in comparison to loam and silty clay loam soils. This showed that the porous medium 

of sand has comparatively more uniform pore-size distribution. Kosugi et al. [26] also reported that theoretically ʇἌC value approaches 

infinity for a porous medium with a uniform pore-size distribution, whereas its value approaches a lower limit of zero for soils with a 
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Table 1. Optimized values of the parameters of the soil water retention functions for   different soils  

Sand (Coarse texture) 

Soil water retention function 

Optimized values of parameters 

Ἲ 

(Ἣἵ /Ἣἵ ) 

Ἳ 

(Ἣἵ /Ἣἵ )  

ἤθἑ/ ἌθἍ 

( 1/ cm ) 

n/ ἌἍ 

( )  

Brooks-Corey 0.02 0.40 0.1062 0.5969 

Van Genuchten 

Fixed    m = 1- 1/n 

Fixed    m = 1- 2/n 

 

0.04 

0.03 

 

0.40 

0.40 

 

0.0712 

0.0936 

1.8595 

2.6773 

Loam  (Medium texture) 

Brooks-Corey 0.15 0.46 0.0452 0.4228 

Van Genuchten 

Fixed    m = 1- 1/n 

Fixed    m = 1- 2/n 

 

0.25 

0.23 

 

0.46 

0.46 

 

0.0254 

0.0450 

2.3899 

2.2528 

Silty clay loam (Moderately fine-texture) 

Brooks-Corey 0.25 0.52 0.0321 0.4225 

Van Genuchten 

Fixed    m = 1- 1/n 

Fixed    m = 1- 2/n 

 

0.35 

0.33 

 

0.52 

0.52 

 

0.0184 

0.0309 

2.4185 

2.1910 

 

wide range of pore sizes. They reported ʇἌC values in the range 0.3 to 10.0 while Szymkiewicz [27] reported that these values 

generally ranged from 0.2 to 5.0. Zhu and Mohanty [28] also reported that the soil water retention of Brooks and Corey was 

successfully used to describe the retention data for the relatively homogeneous soils, which have a narrow pore-size distribution with a 

value for ʇBC equal to 2. Nimmo [29] reported that a medium with many large pores will have a retention function (curve) that drops 

rapidly to at low soil water content even at low suction head and conversely, a fine-pored medium will retain even at high suction so 

will have a flatter retention curve. In these functions the hydrodynamic behavior of the soil media are described by the combined 

effects of two parameters (θ BC,ʇBC) in the Brooks-Corey function and by three parameters (VθG,n,m) in the van Genuchten function. 

It was also observed (Table 1) that the values of the parameter n decreased as the sand content of these soils increases with constraint 

m = 1 1/n while this trend was observed to be reverse for m = 12/n.    
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It was observed (Table 2) that the van Genuchten soil water retention function with m = 1 1/n gave a slight better fitting in 

comparison to Brooks-Corey function and van Genuchten function with m = 1 2/n for the wet range availability in the sand (coarse 

texture) soil as the value of  r2 is slightly better for van Genuchten function with m = 11/n but the RSS values are same for all these 

functions. For the loam (medium texture) and silty clay loam (moderately fine texture) soils, the best performance was given by the 

Brooks-Corey function in these soils as indicated by the highest values of  r2 of 0.9973 and 0.9957 in loam and silty clay soils, 

respectively with least RSS value of 9x 10 5 for both these soils. Among the van Genuchten function, the better fit was given by the 

function with m = 1 1/n indicated by the corresponding higher r2 values and lower RSS values for these soils. Mualem [30] reported 

that there is no single function that fits every soil. Nimmo [31] and Ross et al. [32] also reported that the Brooks-Corey and van 

Genuchten functions are successful at high and medium water contents but often gave poor results at the low water contents. 

Mavimbela and van Rensburg [33] also parameterized the soil water retention functions of Brooks-Corey and van Genuchten using 

RETC code and reported that these functions fitted the measured soil water retention data with r2 of no less than 0.98.  

Table 2. Residual sum of squares (RSS) and coefficient of determination (Ἲ) of the fitting performance of soil water retention 

functions  

Soil water 

retention function 

Sand 

(Coarse texture) 

Loam 

(Medium texture) 

Silty clay loam 

(Moderately fine texture) 

RSS 

 
Ἲ 

RSS 

 
Ἲ 

RSS 

 
Ἲ 

Brooks-Corey 2 0.9997 9 0.9973 9 0.9957 

Van Genuchten 

Fixed  m = 1- 1/n 

Fixed  m = 1- 2/n 

 

 

2 

2 

 

0.9998 

0.9997 

 

18 

37 

 

0.9951 

0.9896 

 

10 

18 

 

0.9956 

0.9916 

 

Mace et al. [34] reported that. The function developed van Genuchten based on the theoretical expression of Mualem predicted 

hydraulic conductivity more accurately than the van Genuchten function based on the theory of Burdine. So in this study, though both 

the Burdine and Mualem-based hydrodynamics functions have been evaluated but only the Mualem-based hydrodynamic functions 

have been shown in the form of graphs considering its preference for accuracy and use. The values of the optimized parameters of 

these soil water retention functions were used in the corresponding unsaturated hydraulic conductivity and diffusivity functions of 

Brooks-Corey and van Genuchten for describing the hydrodynamic behavior of these soils. Figs. 1 and 2 depicted the behavior of the 

hydraulic conductivity and soil water diffusivity functions in relation to soil water content as derived by coupling the Brooks-Corey 

and van Genuchten functions with Mualem model. It is evident from these Figs.1 and 2 that as the sand content of these soils 

decreases, the hydraulic conductivity and soil water diffusivity at particular soil water content also decreased. So at specific water 

content, the hydraulic conductivity and soil water diffusivity were observed to be more in sand and followed by in loam and silty clay 

loam soils. The hydraulic conductivity and soil water diffusivity based on the coupling of the van Genuchten function with the 

Mualem model were predicted less in comparison to those predicted by Brook-Corey function when coupled with Mualem model. 
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However, general case that for the analytical soil water dynamics, the use of Brooks-Corey function tends to be easier and on the other 

hand numerical simulation of unsaturated flow, the use of van Genuchten function is mostly adopted. 

 

 

                                    (a) (b) 

           (c)                                                                                        

(d) 
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Fig. 1. Hydraulic conductivity as a function of water content based on (a) Mualem-Brooks-Corey function for sand, (b) Mualem-van 

Genuchten function for sand, (c) Mualem-Brooks-Corey function for loam, (d) Mualem-van Genuchten function for loam, (e) 

Mualem-Brooks-Corey function for silty clay loam, (f) Mualem-van Genuchten function for silty clay loam. 
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(e)                                                                                  (f) 

Fig. 2. The soil water diffusivity as a function of water content based on (a) Mualem-Brooks-Corey function for sand, (b) Mualem-van 

Genuchten function for sand, (c) Mualem-Brooks-Corey function for loam, (d) Mualem-van Genuchten function for loam, (e) 

Mualem-Brooks-Corey function for silty clay loam, (f) Mualem-van Genuchten function for silty clay loam.  

 

Conclusion   

For the wet range of water availability in the loam and silty clay loam soil, the best performance was given by the Brooks-Corey soil 

water retention function followed by van Genuchten functions with m = 11/n and m = 1 2/n but van Genuchten function with m = 

1 1/n gave slight better performance in sand in comparison to other functions. At a particular soil water content, Mualem-based 

hydraulic conductivity and soil water diffusivity as predicted by the theoretical by the Brooks-Corey and van Genuchten functions 

decreased with the decrease in sand content of these soils. The Mualem-van Genuchten function predicted less hydraulic conductivity 

and water diffusivity in comparison to those predicted by the Mualem-Brooks-Corey function. 
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Abstract: -  Soft first storey is a typical feature in the modern multi-storey constructions in urban India.  Though multi-storeyed 

buildings with soft storey floor are inherently vulnerable to collapse due to earthquake, their construction is still widespread in the 

developing like India. Functional and Social need to provide car parking space at ground level and for offices open stories at different 

level of structure far out-weighs the warning against such buildings from engineering community. With the availability of fast 

computers, so that software usage in civil engineering has greatly reduced the complexities of different aspects in the analysis and 

design of projects.  In this paper an investigation has been made to study the seismic behaviour of soft storey building with different 

arrangement in soft storey building when subjected to static and dynamic earthquake loading. It is observed that , providing infill 

improves resistant behaviour of the structure when compared to soft storey provided. 

Keywords: Soft storey, Static and dynamic analysis, Seismic loads. 

I. INTRODUCTION   

Due to increasing population since the past few years so that car parking space for residential apartments in populated cities is a matter 

of major problem. So that constructions of multi-storeyed buildings with open first storey is a common practice in all world.  Hence 

the trend has been to utilize the ground storey of the building itself for parking or reception lobbies in the first storey. These types of 

buildings having no infill masonry walls in ground storey, but all upper storeys infilled in masonry walls are called ósoft first storey  or 

open ground storey buildingô. Experience of different nations with the poor and devastating performance of such buildings during 

earthquakes always seriously discouraged construction of such a building with a soft ground floor This storey known as weak storey 

because this storey stiffness is lower compare to above storey. So that easily collapses by earthquake.  

 Due to wrong construction practices and ignorance for earthquake resistant design of buildings in our country, most of the existing 

buildings are vulnerable to future earthquakes. So, prime importance to be given for the earthquake resistant design. The Indian 

seismic code  IS 1893 (Part1): 2002 classifies a soft storey as ñone in which the lateral stiffness is less than 70 percent of that in the 

storey above or less than 80 percent of the average lateral stiffness of the three storeys above 

                                                      

II . GENERAL BEHAVIOUR OF SOFT STOREY  

Stability of earth is always disturbed due to internal forces and as a result of such disturbance, vibrations or jerks in earth's crust takes 

place, which is known as an earthquake. 

 

 

 

Earthquake produces low ïhigh waves which vibrate the base of structure in various manners and directions, so that lateral force is 

developed on structure. In such buildings, the stiffness of the lateral load resisting systems at those stories is quite less than the stories 

above or below.  

                 
                 Image source: EQTip21 NICEE 
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Such building act as an Inverted Pendulum which swing back and forth producing high stresses in columns and if columns are 

incapable of taking these stresses or do not posses enough ductility, they could get severely damaged and which can also lead to 

collapse of the building. This is also known as inverted pendulum. Soft stories are subjected to larger lateral loads during earthquakes 

and under lateral loading. This lateral force cannot be well distributed along the height of structure. This situation causes the lateral 

forces to concentrate on the storey having large displacement. The lateral force distribution along the height of a building is directly 

related to mass and stiffness of each storey.  The collapse mechanism of structure with soft storey under both earthquake and gravity 

loads. Therefore dynamic analysis procedure is accurate distribution of the earthquake and lateral forces along the building height, 

determining modal effects and local ductility demands efficiently. 

 

 III. REVIEW  OF LITERATURE  

A significant amount of research work on seismic behaviour of soft storey building has been done by many investigators research area 

Such as 

 [1] Suchita Hirde and Ganga Tepugade(2014),  Discussed the  performance of a building with soft storey at different level along 

with at ground level. The nonlinear static pushover analysis is carried out. Concluded it is observed that plastic hinges are developed 

in columns of ground level soft storey which is not acceptable criteria for safe design. Displacement reduces when the soft storey is 

provided at higher level. 

[2]  Hiten L. Kheni and Anuj K. Chandiwala (2014),  Investigate  many buildings that collapsed during the past earthquake 

exhibited exactly the opposite strong beam weak column behaviour means columns failed before the beams yielded mainly due to soft 

storey effect. For proper assessment of the storey stiffness of buildings with soft storey building, different models were analysed using 

software. Concluded the displacement estimates of the codal lateral load patterns are observed to be smaller for the lower stories and 

larger for the upper stories and are independent of the total number stories of the models. 

[3] Dhadde Santosh(2014),  Investigate   nonlinear pushover analysis is conducted to the building models using ETABS and 

evaluation is carried for non-retrofitted normal buildings and retrofitting methods are suggested like infill wall, increase of ground 

story column stiffness and shear wall at central core.  Concluded storey drift values for soft storey models maximum values compare 

to other storeys and the values of storey drift decreases gradually up to the top. 

[4] Rakshith Gowda K.R and Bhavani Shankar(2014),  Investigate  the soft storeyôs are provided at different level for different 

load combinations and ETABS  is used for modeling and analysis RC buildings. Concluded the inter storey drift was observed to be 

maximum in vertically irregular structure when compared with that of regular structure. 

 [5] Mr.D.Dhandapany(2014),  Investigate  the seismic behaviour of RCC buildings with and without shear wall under different soil 

conditions. Analyzed using ETABS software for different soil conditions (hard, medium, soft). The values of Base shear, Axial force 

and Lateral displacement were compared between two frames. Concluded The design in STAAD is found to be almost equal results to 

compare in ETABS for all structural member. 

 [6] Susanta Banerjee, Sanjaya K Patro and Praveena Rao(2014),  Analysis response parameters such as floor displacement, storey 

drift, and base shear. Modelling and analysis of the building are performed by nonlinear analysis program IDARC 2D. Concluded 

lateral roof displacement and maximum storey drift is reduced by considering infill wall effect than a bare frame. 

 [7] D. B. Karwar and Dr. R. S. Londhe(2014),  Investigate  the behaviour of Reinforced Concrete framed structures by using 

nonlinear static procedure (NSP) or pushover analysis in finite element software ñSAP2000ò.and the Comparative study made for 

different models in terms of base shear, displacement, performance point.  Concluded base shear is minimum for bare frame and 

maximum for frame with infill for G+8 building. 

 [8] Miss Desai Pallavi T(2013),  Investigate the behaviour of reinforced concrete framed structures by using Staad Pro. Modelling 

four structure and compare stiffness this models. Concluded provide the stiffer column in first storey. 

[9] Amit and S. Gawande(2013),  Investigate  the seismic performance and design of the masonry infill reinforced concrete structure 

with the soft first storey under a strong ground motion.  

[10] Nikhil Agrawal(2013),  Analysis  the performance of masonry infilled reinforced concrete (RC) frames including open first 

storey of with and without opening. The increase in the opening percentage leads to a decrease on the lateral stiffness of infilled frame.  

Concluded Infill panels increase stiffness of the structure. 

 [11] A.S.Kasnale and Dr. S.S.Jamkar(2013),  Investigate  the behaviour of five reinforced RC frames with various arrangement of 

infill when subjected to dynamic earthquake loading.  Concluded providing infill wall in RC building controlled the displacement, 

storey drift and lateral stiffness. 
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 [12]   Dande P. S. and, Kodag P. B.(2013),   Investigate   the behaviour of RC frames with provided strength and stiffness to the 

building frame by modified soft storey provision in two ways, (i) By providing stiff column & (ii) By providing adjacent infill wall 

panel at each corner of building frame. Concluded the walls in upper storeys make them much stiffer than open ground storey. 

Difficult to provide such capacities in the columns of the first storey. 

 [13] Narendra Pokar and Prof. B. J. Panchal(2013),  Investigate   the behaviour of RC frames with Testing of scaled models is 

essential to arrive at optimal analytical model and special design provisions for such structures. Structure is modeled and analyzed 

using SAP platform including seismic effect. Concluded both steel and RCC model gives nearest result for full scale model. 

 [14] N. Sivakumar and S. Karthik(2013),  Investigate  the behaviour of the columns at ground level of multi-storeyed buildings 

with soft ground floor subjected to dynamic earthquake loading. ETABS used for modelling of the six and nine storey structure, line 

element was used for columns and beams and concrete element was used for slabs. Concluded reducing the drift as well as the 

strength demands on the first storey columns so that provides stiffer columns in the first storey. 

 [15] Dr. Saraswati Setia and Vineet Sharma(2012),  Analysis seismic response of R.C.C building with soft storey. Equivalent static 

analysis is performed for five different models by using the computer software such as STAA Pro. Concluded minimum displacement 

for corner column is observed in the building in which a shear wall is introduced in X-direction as well as in Z-direction. 

 [16] P.B.Lamb and Dr R.S. Londhe(2012),  Analysis multistoried building with soft first storey, located in seismic zone IV. It is 

intended to describe the performance characteristics such as stiffness, shear force, bending moment, drift. Concluded shear wall and 

cross bracings are found to be very effective in reducing the stiffness irregularity and bending moment in the columns. 

[17] V. Indumathy and Dr.B.P. Annapurna (2012), Investigate the four storied one bay infilled frame with soft storey at ground 

floor and window openings in higher floors. Shape of opening - square opening showed lower lateral deformation compared to 

rectangular opening and on other hand rectangular opening oriented horizontally exhibit lower lateral deformation than vertical 

orientation. Concluded square opening showed lower lateral deformation compared to rectangular opening and on other hand 

rectangular opening oriented horizontally exhibit lower lateral deformation than vertical orientation. 

[18] M.Z. Kabir and P. Shadan(2011),  Investigate  the effect of soft story on seismic performance of 3D-panel buildings. Results 

verified numerically with finite element model using ABAQUS program and 3D-panel system has considerable resistance. Concluded 

applying several ground motions final cracks is appeared at the end of columns and beam-column connections. However, upper stories 

had no crack during shaking table test.  

 [19] G.V. Mulgund and D.M. Patil(2010),  Investigate    the behaviour of RC frames with various arrangement of infill when 

subjected to dynamic earthquake loading and result of bare and infill frame are compared. Concluded masonry infill panels in the 

frame substantially reduce the overall damage. 

 [20] A. Wibowo and J.L. Wilson, (2009), Analysis an analytical model has been made to predict force-displacement relationship of 

the tested frame. The experimental investigation the load deflection behaviour and collapse modelling of soft storey building with 

lateral loading.  Concluded the large drift capacity of the precast soft storey structure was attributed to the weak connections which 

allowed the columns to rock at each end. 

 [21] Sharany Haque and Khan Mahmud Amanat (2009), Investigate the effect of masonry infill in the upper floors of a building 

with an open ground floor subjected to seismic loading. The number of panels with infill is varied from bare frame condition (zero 

percent infilled panels) and 10, 30, 50 and 70 percent of panels with infill on the upper floors and Comparison of base shear. 

Concluded the design shear and moment calculated by equivalent static method may at least be doubled for the safer design of the 

columns of soft ground floor. 

[22] Seval Pinarbasi and Dimitrios Konstantinidis(2007),  Investigate  the hypothetical base-isolated building with a soft ground 

story.  Comparison is made with how soft-story flexibility affects the corresponding fixed-base building. Concluded performance of a 

soft-story building, is also effective in particularly reducing the seismic demand (i.e., interstory drift) on the soft-story level, which is 

the primary cause of catastrophic collapse in these types of buildings. 

 [23]s Dr. Mizan Dogan and Dr. Nevzat Kirac(2002),  Investigate  the quake results, it is observed that partitioning walls and beam 

fillings enable buildings to gain great rigidity. Also solutions were Investigate d for making the soft storeys in the present 

constructions and in the ones to be built resistant to quake. 

[24] Jaswant N. Arlekar, Sudhir K. Jain and C.V.R. Murty(1997),  Investigate  the  behaviour of reinforced concrete framed 

structures by using ETABS . The nine models of building compare stiffness.  Concluded such buildings will exhibit poor performance 

during a strong shaking. solution to this problem is in increasing the stiffness of the first storey.  
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IV. CONCLUSION  

RC frame buildings with soft story are known to perform poorly during in strong earthquake shaking. Because the stiffness at lower 

floor is 70% lesser than stiffness at storey above it causing the soft storey to happen. For a building that is not provided any lateral 

load resistance component such as shear wall or bracing, the strength is consider very weak and easily fail during earthquake. In such 

a situation, an investigation has been made to study the seismic behaviour of such buildings subjected to earthquake load so that some 

guideline could be developed to minimize the risk involved in such type of buildings. It has been found  earthquake forces by treating 

them as ordinary frames results in an underestimation of base shear. Investigators analysis numerically and use various computer 

programs such as Staad Pro, ETABS, SAP2000 etc. Calculation shows that, when RC framed buildings having brick masonry infill on 

upper floor with soft ground floors subjected to  earthquake loading, base shear can be more than twice to that predicted by equivalent 

earthquake force method with or without infill or even by response spectrum method when no infill in the analysis model. 
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ABSTACT: Refrigerator is mainly a composition of four devices Compressor, Condenser, Expansion device and evaporator which 

have some limitations [1]. Temperature range of working is also a limitation for Refrigerator which affects their performance. Here we 

provide more effort to reduce the limitations related to working temperature range and try to modify the size of refrigerator with the 

effect of evaporative cooling.Since condenser rejects latent heat of refrigerant to atmosphere due to higher temperature of refrigerant 

at condenser. So due to this rejection of heat it provides the cooling in evaporator [2]. Co-efficient of performance of refrigeration 

system mainly depends on temperature difference between the condenser and that medium where heat is to be rejected. More 

temperature difference, more heat rejection so more cooling on account of same work to refrigeration system. But if the temperature 

difference is less, less heat rejection will be there so less cooling by giving same amount of work which decreases the Co-efficient of 

performance of the system. [3] 

KEY -WORD- Co-efficient of performance (C.O.P), Evaporative cooling, Percentage increment in C.O.P 

INTRODUCTION - 

Refrigeration system is used to provide cooling by the use of mainly four components Compressor, Condenser, expansion device and 

evaporator. These four components are operated with a refrigerant which works as heat carrier in this system. It extracts the heat from 

evaporator in the form of latent heat and rejects that heat to atmosphere through the condenser [4]. Therefore heat rejection capacity 

depends on difference between refrigerant temperature at condenser and atmospheric temperature [5]. Quantity of heat rejection also 

affects the quantity of heat absorption through evaporator. It is clear that more heat rejection will result more heat absorption. 

Atmospheric temperature varies according toEnvironmental condition i.e. during the summer atmospheric temperature becomes 

higher which decreases the temperature difference between refrigerant and atmosphere, results less heat rejection whichdecreases the 

overall performance of refrigeration system[6]. 

In this paper, by experiment on Ice plant test we proved that lower the condenser temperature means higher the performance of 

refrigeration system. Performance of refrigeration system can be improved by provide the evaporative cooling effect on condenser by 

spray of water on condenser which add the evaporative cooling effect on condenser. In last publication of December 2013 we have 

proved that by evaporative cooling on condenser the C.O.P is increased. by 39.04% which is great achievement. Same if uses 

evaporative cooling effect on air conditioning unit that will reduce the size and operating cost of air conditioning unit 
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Fig.1. Refrigeration Test Rig 

Methodology 
If T1, T2 temperature of surrounding and temperature of evaporator in case of refrigerator than co-efficient of 

performance is given by-  

 

  T2 

(C.O.P)Ref. = ------------  (A) 

           T1 ï T2 

Equation (A) defines that C.O.P of refrigeration system depends on T1 and T2. It means C.O.P of refrigeration 

system will be higher if T1 is lower or T2 is higher. Since lower temperature of evaporator is desirable so we 

should not increase the temperature of evaporator i.e T2. On other hand, we can not reduce the temperature of 

surrounding i.e T1. 

So evaporative cooling of condenser is best option of reduce the temperature of water up to wet bulb 

temperature of air. 

For analyses the effect of evaporative cooling we have used following steps ï  

 

Steps - 
1) Fill the tank of ice plant with 10 kg of water and notedown the initial temperature of water and Wattmeter 

reading .Then start the compressor for 50 minutes. 

2) Note down the reading, temperatures after 

compressor, after condenser, after expansion, and after evaporator water temperature, suction pressure 

andexhaust pressure when test rig utilized the 0.1Kwh power. 
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3) After that spray the water of temperature 18
o
C on condenser and again read the temperatures at previous 

locations when test rig utilized the 0.1Kwh power. 

4) Now repeat this procedure for spray water of temperature 23
o 
C and 30

o
 C. 

 

Results -  

 

Here Following abbreviations are used: 

P1 = Discharge Pressure 

P2 = Suction pressure 

T1 = Temperature after compressor,
o
C 

T2= Temperature after condenser,
o
C 

T3 = Temperature after expansion device,
o
C 

T4 = Temperature after evaporator,
o
C 

T5 = Water temperature,
o
C 

A) Refrigeration effect with spray water temperature of 18
O
 C 

 

 Before  After 10 Minutes  

P1 133 psi 133 psi 

P2 2.2 psi 2.2 psi 

T1 65 54 

T2 43 36 

T3 6 3 

T4 24 2 

T5 19 6 

 

B) Refrigeration effect with spray water temperature of 23
O
 C 

 

 Before After  10 Minutes 

P1 133.3 psi 133.3 psi 

P2 2.2 psi 2.2 psi 

T1 65 60 

T2 40 34 

T3 15 4 

T4 16 3 

T5 18 7 

 

C) Refrigeration effect with spray water temperature of 30
O
 C 

 

 Before  After 10 Minutes  

P1 133.3 psi 133.3 psi 

P2 2.2 psi 2.2 psi 

T1 65 60 

T2 40 35 

T3 16 9 

T4 30 16 
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T5 23 15 

 

 
 

Fig2. Variation of temperature for different spray water temperature 
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Abstractð Automobile crash safety is becoming one of the important criteria for customer vehicle selection. Today, 

passive safety systems like seat belts, airbags restraints systems have become very popular for occupant protection during 

collisions. Even the active safety systems like ABS, ESP, parking assist camera etc are becoming regular fitments on 

many vehicle models. Also many technologies are evolving for collision detection, warning & avoidance as well. 

Different sensors, which comprise of RADAR, LIDAR / LASER or Camera, are used in forward collision warning (FCW) 

to avoid the accidents. In this project scope, study is carried out on sensing parameters for different types of sensors on 

Indian road environment in context of collision avoidance systems to  benefit the overall road safety in India. The 

analyses of the parameters will support towards selection of best sensing configuration, to achieve optimal system 

performance. Such a study would also provide insights into the functionality limitations of different types of sensing 

systems. 

KeywordsðCollision avoidance System, forward collision warning System, Radar Sensor, LiDAR sensor, Camera 

sensor, Azimuth ï Elevation Field of View.   

 

INTRODUCTION:  When early automobiles were involved in accidents, there was very little or no protection available 

for the vehicles occupants. However, over a period of time automotive engineers designed safe vehicles to protect drivers 

and passengers. Advances such as improved structural design, seat belts and air bags systems helped decrease the number 

of injuries and deaths in road accidents. Recently collision avoidance systems (CAS) are evolving to avoid vehicle 

collisions or mitigate the severity of vehicle accident. These systems assist drivers in avoiding potential collisions [1]. In 

order for a CAS to provide a positive and beneficial influence towards the reduction of potential crashes, it is critical that 

the CAS system has the ability to correctly identify the vehicle, pedestrian & object targets in the Host vehicleôs path [1]. 

The solution to this problem relies primarily on the CAS systemôs sensing system ability to estimate the detection range, 

relative speed, radius-of-curvature,etc. between the Host vehicle and all other appropriate targets (i.e.: roadside objects, 

pedestrians, vehicles, etc). The in-path target identification & discriminating them from out of path objects (deal with 

nuisance object) is technically very complex and challenging task in collision avoidance system [1].  

The range, range rate, and angular information of other vehicles and/or objects around the host vehicle can be measured 

by sensors radar, lidar, and/or cameras in real time.CAS process all the information in real time to keep track of the most 

current vehicle-to-vehicle kinematic conditions. When a potential collision threat is identified by the system, appropriate 

warnings are issued to the driver to facilitate collision avoidance. If the driver fails to react in time to the warnings to 

avoid the imminent collision, an overriding system can take over control to avoid or mitigate the collision in an 

emergency situation. Therefore collision avoidance systems can assist drivers in two ways, warning and/or overriding, 

according to the dynamic situation. In such situations some of critical sensing parameters are: [2] 

¶ Azimuth field of view: The required range for the field of view of sensor. 
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¶ Elevation Field of View (FOV): By determining a suitable value for the elevation FOV parameter helps sensor to keep track of 

objects which are within range and azimuth FOV and account for road tilt (5% grade), road variation, sensor misalignment, and 

vehicle pitch. 

¶ Operating Range: Sensor is required to detect/track stopped objects at a range that provides time for driver reaction. 

¶ Range Rate: Needs to be large to avoid aliasing or dropping target tracks. 

     

FORWARD COLLISION DETECTION SENSORS : 

1. RADAR SENSOR: RADAR which stands for Radio Detection and Ranging is a system that uses electromagnetic waves for 

detecting, locating, tracking and identifying moving and fixed objects at considerable distances. In this technology the distance 

from the object is calculated through the echoes that are sent back from the object. Radar transmitter transmits electro-magnetic 

waves through a directional antenna in any given direction in a focused manner. A part of the transmitted energy is absorbed by 

the atmosphere. Some of the energy travels further through the atmosphere and a fraction of it is scattered backward by the targets 

and is received by the radar receiver. The amount of received power depends upon radar parameters like transmitted power, radar 

wavelength, horizontal and vertical beam widths, scattering cross section of the target atmospheric characteristics etc.In the 

Forward Collision Warning System, Doppler Effect based radar transmits and detects electromagnetic waves and the time taken 

for detection after transmission helps to determine the distance from the lead vehicle or obstacle. Although the amount of signal 

returned is tiny, radio signals can easily be detected and amplified [5]. Radar radio waves can be easily generated at any desired 

strength, detected at even tiny powers, and then amplified many times. Thus radar is suited to detecting objects at very large 

ranges where other reflections, like sound or visible light, would be too weak to detect. The determination of the position of an 

object is done through the Time-of-flight and angle measurement. In process of Time-of-flight measurements, electromagnetic 

energy is sent toward objects and the returning echoes are observed. The measured time difference and the speed of the signal 

allow calculating the distance to the object. The Speed measurement is made through the ñDoppler Effectò. The base of Doppler 

Effect is change of wavelength due to the changing gap between waves. In the automobile industry there are two kinds of 

RADAR: short range and long range RADAR. Short range RADAR (24 GHz) reaches approximately a range of 0.2-20 m, while 

long range RADAR (76-77 GHz) reaches a distance between 1-200 m. The characteristics from RADAR change a lot depending 

on short range or long range [6]. 

 

2. LIDAR SENSOR: LIDAR (Light Detection and Ranging; or Laser Imaging Detection and Ranging) is a technology that 

determines distance to an object or surface using laser pulses. As in the similar radar technology, which uses radio wave instead 

of light, determination of the range to an object is done by measuring the time delay between transmission of a pulse and 

detection of the reflected signal. The main difference between lidar and radar is that much shorter wavelengths of the 

electromagnetic spectrum are used, usually in the ultraviolet, visible, or near infrared. Lidars provide range, range rate, azimuth 

and elevation measurements. Laser based ranging is a time-of-flight measurement of a light beam from a light source to a target 

and back. In these systems, the laser scanner device encompasses a transmitter and receiver. When the beam hits an object, part of 

the incident beam energy is reflected, indicated by the red arrows representing a hemispherical radiation pattern. The receiver is 

located near the laser; it is an optical system that captures the energy radiated back from the target object. The received signal is 

further processed to compute the distance from the Lidar to the object. In the path from the transmitter to the target object, the 

beam is spreading with a small angle .This spreading causes a decrease in intensity as the distance increases and is referred to as 

geometric loss. The medium through which the light travels might absorb or scatter the light which introduces a path loss that 

increases with the distance to the target[6]. 

 

 

 

Figure 1 :  Operating principle of Lidar 

 


