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Heart Disease Pediction Using Classification with Different Decision Tree

Techniques

K. Thenmozht, P.Deepika
'Asst. Professor, Department of Computer Science, Dr. N.G.P. Arts and Science College, CBE

“Asst. Professor, Department of Computer Science and ApplicaBessrie College of Arts and Science, CBE

ABSTRACT : Data mining is one of the essential areas of research that is more popular in health organization. Data mining plays
effective role for uncovering new trends in healthcare organization which is lhielpall the parties associated with this field. Heart
disease is the leading cause of death in the world over the past 10 years. Heart disease is a term that assigns rtabarlafge nu
medical conditions related to heart. These medical conditionsildesiee irregular health condition that directly affects the heart and
al | its parts. The healthcare industry gathers enormous
information for effective decision making. Data mining teiciues are useful for analyzing the data from many different dimensions
and for identifying relationships. This paper explores the utility of various decision tree algorithms in classify amtherddiease.
KEYWORDS : Data mining, KDD, Classificatiomjecision tree, ID3, C4.5,C5.0, J48

INTRODUCTION

Data mining is one of the most vital and motivating area of research with the objective of finding meaningful informatior
from huge data sets. Now a day, Data mining is becoming popular in healthcareefielsd there is a need of efficient analytical
methodology for detecting unknown and valuable information in health data. Data mining tools performs data analysis land may &
uncover important data patterns contributing greatly to Knowledge bases, Bustiraésgies, Scientific and Medical Research. Data
mining is a more convenient tool to assists physicians in detecting the diseases by obtaining knowledge and infornthitigrihegar

di sease from patientds dat a.

Data mining and KDD (Knowledge Discovery Databases) are related terms and are used interchangeably. According to Fayyad et
al., the knowledge discovery process are structured in various stages whereas the first stage is data selection vduiectata is

from various sources, the secondge is preprocessing of the selected data, the third stage is transformation of the data into
appropriate format for further processing, the fourth stage is Data mining where suitable Data mining technique is dpplizdeon

for extracting valuablenformation and evaluation is the last stage

Interpretation [
Evaluation

Patterns

Data Mining

=

Preprocessed Data ata

(  Preprocesing )

Selection

Transformed
3
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CLASSIFICATION

Classification is a process that is used to find a model that describes and differentiate data classes or conceptgdee the p

using the model to predict the class of objects whose @hstik unknown.
TOOLS FOR CLASSIFICATION

Some of the major tools used for constructing a classification model include Decision tree, Artificial Neural Networkemi@hBay

Classifier.
DECISION TREE

Berry and Linoff def i nethat che loei used tondividerup a largescolléction of tecords into r
successive smaller sets of records by applying a sequence of simple decision rules. With each successive division,stud thember

resulting sets become more and more similar to one anoth 0

Decision tree is similar to the flowchart in which every +hesf nodes denotes a test on a particular attribute and every
branch denotes an outcome of that test and every leaf node have a class label. The node at the top most labels é¢alldnt toee is
node. Using Decision Tree, decision makers can choose best alternative and traversal from root to leaf indicates unique c

separation based on maximum information gain[4].

Decision trees are produced by algorithms that are used to idenidyvarays of splitting a data set into segments. These segments
form an inverted decision tree. That decision tree originates with a root node at the top of the tree

ID3

ID3 the word stands for Iterative Dichotomiser 3. ID3 is one of the decision tred that®uilds a decision tree from a

fixed set of training instances. The resulting tree is used to classify the future samples.
C4.5

C4.5 is the latest version of ID3 induction algorithm. It is an extension of ID3 algotithm. This builds a deciside tiiee i
ID3. It builds a decision tree from training dataset using Information Entropy concept. So that C4.5 is often calledtiaal Stati

Classifier. This C4.5 is a widely used free data mining tool.
C5.0

This model is an extension of C4.5 decision trigerithm. Both C4.5 and C5.0 can produce classifiers expressed as either
decision tree or rulesets. In many applications, ruleset are preferred because they are simpler and easier to understimd. The

differences are tree sizes and computation timed G5used to produce smaller trees and very fast than C4.5.

7 www.ijergs.org
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J48

J48 decision tree is the implementation of ID3 algorithm developed by WEKA project team. J48 is a simple C4.5 decisic
tree for classification. With this technique, a tree is constructeaodel the classification process. Once the tree is build, it is applied

to each tuple in the database and the result in the classification for that tuple.

DECISION TREE TYPES

There are many types of Decision trees. The Difference between them is mathlematel that is used to select the
splitting attribute in extracting the Decision tree rules. Three most commonly used research tests types: 1) Informa@pGiBain

index and 3) Gain ratio Decision Trees.

INFORMATION GAIN

The entropy word standsrfthe meaning of information gain. This approach selects the splitting attribute that minimizes the
value of entropy, thus maximizing the information gain. To identify the splitting attribute of decision tree, one mustectdeul
information gain for eeh and every attribute. Then they select the attribute that maximizes the Information Gain. It is the differenc

between the original information and the amount of information needed.

GINI INDEX

The Gini Index is used to measure the impurity of data.@iheindex is calculated for every attribute that is available in the dataset

GAIN RATIO

To reduce the effect of the bias resulting from the use of Information Gain, a variant known as Gain Ratio. The informatic
Gain measure is biased toward test withnynautcomes. That means, it prefers to select the attributes having a large number of
values. Gain Ratio adjusts the Information Gain for each attribute to allow for the breadth and uniformity of the athiibsite v
Gain Ratio = Information Gain / Spliaformation
Where the split information is a value based on the column sums of the frequency table.
PRUNING

After extracting the decision tree rules, reduced error pruning is pruning the extracted decision rules. Reduced egror prun
is one of the effi@nt and fastest pruning methods and it is used to produce both accurate and small decision rules. Applying redu
error pruning provides more compact decision rules and reduces the number of extracted rules.
PERFORMANCE EVALUATION

To evaluate the perforamce of each combination the sensitivity, specificity and accuracy were calculated. To measure th
stability of performance the data is divided into training and testing data withldLOross validation.
Sensitivity = True Positive/ Positive
Specificity= True Negative/ Negative
Accuracy = (True Positive + True Negative) / (Positive + Negative)
FOCUS ON THE SURVEY:

Atul Kumar Pandey et al. proposed a Novel frequent feature selection method for heart disease prediction[7]. The No

feature selection medld algorithm which is the Attribute Selected Classifier method including CFS subset evaluator and Best Firs
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search method followed by J48 Decision Tree then integrating the Repetitive Maximal Frequent Pattern Technique fortgiving be

accuracy.

Atul Kumar Pandey et al. proposed a prediction model with 14 attributes[8]. They developed that model using j48 Decisic
Tree for classifying Heart Disease based on the Clinical features against unpruned, pruned and pruned with reduceth@grror pru
method. Theyshown the result that the accuracy of Pruned J48 pruned Decision Tree with Reduced Error Pruning Approach is mt
better than the simple Pruned and Unpruned Approach. They proposed the prediction model to the clinical data of heginedésease
training instances 200 and testing instances 103 using split test mode.

Nidhi Bhatla et al. proposed that the observations reveal that the Neural Networks with 15 attributes has outperfoaithethewer
data mining techniques[2]. Another conclusion from theyamis that Decision Tree has shown good accuracy with the help of
genetic algorithm and feature subset selection. This Research has developed a prototype Intelligent Heart DiseassyBtediction
using data mining techniques namely Decision Tree, NBé@yes and Neural Network. A total of 909 records were obtained from the
Cleveland Heart Disease database. These records were equally divided into two datasets. That are Training datasetonith 455 re
and Testing dataset with 454 records. Various teghes and data mining classifiers are defined in this work which has emerged in
recent years for efficient and effective heart disease diagnosis. In this, Decision tree has performed well with 99&3¢bwccu
using 15 attributes. Moreover, in combinatiwith genetic Algorithm and 6 attributes, Decision tree has shown 99.2% efficiency.

Classification Techniques Accuracy with

13 attributes 15 attributes
Naive Bayes 94.44 90.74
Decision Tree 96.66 99.62
Neural Network 99.25 100

Chaitrali S. Dagare et al. analyzed prediction system for Heart disease using more number of attributes[3]. This paper add
two more attribute obesity and smoking. They expressed a number of factors that increase the risk of Heart diseaseHifihat are
Blood Cholestel, Smoking, Family History, Poor Diet, Hyper Tension ,High Blood Pressure, Obesity and Physical inactivity. The
data mining classification techniques called Decision Tree, Naive Bayes and Neural Network are analyzed on Heart Diasase data
The perfornance of these techniques are compared based on their accuracy. They used J48 algorithm for this system. J48 algor
uses pruning method to built a tree. This technique gives maximum accuracy on training data. And also they used Naive Bz
classifier ad Neural Network for predicting the Heart Disease. They compared the accuracy for both 13 input attribute and 15 inp
attribute values.

V.Manikandan et al. proposed that association rule mining are used to extract the item set relations[6]. Theifilcatiartas based
on MAFIA algorithms which result in accuracy, the data is evaluated using entropy based cross validation and partitjoesecithi
the results are compared. MAFIA stands for Maximal Frequent Itemset Algorithm. They used C4 bralgosihow the rank of
heart attack with Decision Tree. Finally, the Heart Disease database is clustered-onsagclustering algorithm, which will
remove the data applicable to heart attack from the database. They used a dataset with 19 attdiibeegoAhwas to have high
accuracy, igh precision and recall metrics

9 www.ijergs.org
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Techniques Precision Recall Accuracy(%)

K-Mean based on MAFIA 0.78 0.67 74%

K-Mean based on MAFIA
with ID3

0.80 0.85 85%

K-Mean based on MAFIA
with ID3 and C4.5

0.82 0.92 92%

CONCLUSION

Heart Disease is a fatal disease by its nature. This disease makes a life threatening complexities such as heareattacklend d
importance of Data Mining in the Medical Domain is realized and steps are taken to apply relevant techrigugis@ase

Prediction. The various research works with some effective techniques done by different people were studied. The ofrsgrvations
the previous work have led to the deployment of the proposed system architecture for this work. Though, assificaticin
techniques are widely used for Disease Prediction, Decision Tree classifier is selected for its simplicity and acceracy. Diff
attribute selection measures like Information Gain, Gain Ratio, Gini Index and Distance measure can be used.
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Abstract: Cloud computing is a general term used to describe a new class of network based computing that takes place over
internet. The primary benefit of moving to Clouds is application scalability. Cloud computing is vericia¢rief the application

which are sharing their resources on different nodes. Scheduling the task is quite a challenging in cloud environmetdskisaedi
scheduled by user requirements. New scheduling strategies need to be proposed to overpooideithe proposed by network
properties between user and resources. New scheduling strategies may use some of the conventional scheduling coneepts to |
them together with some network aware strategies to provide solutions for better and more gfficsafteduling. Scheduling
strategy is the key technology in cloud computing. This paper provides the survey on scheduling algorithms. There working w
respect to the resource sharing. We systemize the scheduling problem in cloud computing, anal goeskeatheduling hierarchy.

Keywords: Scheduling, Cloud computing, Resource allocation, Efficiency, Utility Computing, Performance.
1. INTRODUCTION

The latest innovations in cloud computing are making our business applications even more mobile a
collabordive, similar to popular consumer apps like Facebook and Twitter. As consumers, we now expect tf
the information we care about will be pushed to us in real time, and business applications in the cloud
heading in that direction as well.

Cloud computig models are shifting. In the cloud/client architecture, the client is a rich application running ot
an Internetconnected device, and the server is a set of application services hosted in an increasingly elastic.
scalable cloud computing platform. Thkud is the control point and system or record and applications can
span multiple client devices. The client environment may be a native application or bpassdr the
increasing power of the browser is available to many client devices, mobile dtopdstke.

Robust capabilities in many mobile devices, the increased demand on networks, the cost of networks and
need to manage bandwidth use creates incentives, in some cases, to minimize the cloud application compt
and storage footprint, and exploit the intelligence and storage of the client device. However, the increasingly
complex demands of mobile users will drive apps to demand increasing amounts e$isiereemputing and
storage capacity.

1.1 Cloud Architecture

The Cloud Computingrahitecture comprises of many cloud components, each of them are loosely coupled. W
can broadly divide the cloud architecture into two pBrtmt Endrefers to the client part of cloud computing
system. It consists of interfaces and applications thatargred to access the cloud computing platforms, e.g.,
Web BrowseiSecondly,Back Endefers to the cloud itself. It consists of all the resources required to provide

12 www.ijergs.org
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cloud computing services. It comprises of hdgéa storage, virtual machines, secuntgchanism, services,
deployment models, serveesc.

User Interface

Application | -z----coo T e

Cloud
Provider
. C

Job Controller

( SLA Controller

‘ Monitoring ‘ Scheduling
Service Service

‘ Security ‘ Storage |
Service | ‘,, Service _‘

Core

‘ Discovery Fault Tolerance
Service {_ Service

Cloud
Provider
A

Communication Interface (P2P)

Cloud

Fig 1 Cloud Architecture

1.2 Resource Allocation

Resource Allocation is all about integrating cloud provider activities for utilizing and allocating scarce
resources within the limit of cloud envinment so as to meet the needs of the cloud application. It requires the
type and amount of resources needed by each application in order to complete a user job. The order and tin
allocation of resources are also an input for an optimal resource atocati

An important point when allocating resources for incoming requests is how the resources are modeled. Tt
are many levels of abstraction of the services that a cloud can provide for developers, and many

Physical Machines(PNs)

Resvurce Utilizativa Repuort 1

Repors || Deciion T
M . | Machine
Repecitorygp rl,::i'.'-'ﬁ | Maonitoring
(Y (DME)Y Agent
(MMA)
Data Center :
Super Node Dom() DomU
(DCSN) = -
Request: : Hypervisor

Place New VM or 4
Migrate a VM to another PM

Data Center

Fig 2. Schematic Representation

parameters @it can be optimized during allocation. The modeling and description of the resources shou
consider at least these requirements in order for the resource allocation works properly.Cloud resources ca
seen as any resource (physical or virtual) thaeldgers may request from the Cloud. For example, developers
can have network requirements, such as bandwidth and delay, and computational requirements, such as (
memory and storage.
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When developing a resource allocation system, one should think alvub [lescribe the resources present in
the Cloud. The development of a suitable resource model and description is the first challenge that a resol
allocation must address. An resource allocation also faces the challenge of representing the applicati
requirements, called resource offering and treatment. Also, an automatic and dynamic resource allocation n
be aware of the current status of the Cloud resources in real time. Thus, mechanisms for resource discovery
monitoring are an essential part this system. These two mechanisms are also the inputs for optimization
algorithms, since it is necessary to know the resources and their status in order to elect those that fulfill all
requirements.

Modeling of

Resources

Cloud Developer
Resource Requirementg

Resource
Allocation

Fig 3. Allocation of Resources
3.Scheduling Algorithms

3.1A green energyefficient scheduling algorithm using the DVFS technique for cloud datacenters
ChiaMing Wu et al RuayShiung Chang, HsiYu Chan,2014

The dynamic voltage and frequenaabng (DVFS) technique can dynamically lower down thesupply voltage
and workfrequency to reduce the energy consumption

while the performance can satisfy the requirement of & f@ve are two processesitn First is to provide
thefeasible combinatiorr gcheduling for a job. Second is to providethe appropriate voltage

and frequency supply for the servers viathe DVFS technique.

This technigue can reduce the energy consumption of a server when itis in the idle mode or the light workloa:
satisfies theminimum resource requirement of a joband prevent the excess use of re3tersasulation
results show thahis method can reduce the energy consumption biyZ5%.

3.2.A new multi-objective bi-level programming model for energy andlocality aware multijob scheduling

in cloud computing:
Xiaoli Wang, Yuping Wang, Yue Cu2014

This programming model is based on MapReduce to improve energy efficiency of servers. First, the variation
energy consumption with the performandéeservers is taken into acgot. Second, data locality can be adjusted
dynamically according to current network state; last but not least,considering thathaskiling strategies
depend directly on data placement policies

This algorithm is proved much more effective thanthe ldaddefault scheduler and the Fair Scheduler in
improvingserverso6 energy efficiency
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3.3.Costefficient task scheduling for executing large programsin the cloud
Sen Sug, Jian Lia, Qingjia Huangg, Xiao Huanga, Kai Shuang, Jie Wang,2013

The costefficient taskscheduling algorithm usintgvo heuristicstrategiesThe first strategy dynamically maps
tasks to the most cosfficient VMs based on the concept of Pareto dominance. The second strategy,
complement to the first strategy, reduces the mope@sts of norcritical tasks.This algorithm is evaluated
with extensive simulations on both randomly generated large DAGs andiaddl applicationsThe further
improvements can be made using new optimization techniques and incorporating penaltiedatiog
consumeiprovider contracts.

3.4 Priority Based Job Scheduling Techniques In Cloud Computing: A Systematic Review:
Swachil Patel, Upendra Bhoi,2013

Job scheduling in cloud computing mainly focuses to improve the efficient utilization of resiatcis
bandwidth, memory and reduction in completion tiniéere are several muitriteria decisiormaking
(MCDM) and multtattribute decisiormaking (MCDM) which are based on mathematical modeling. This PJSC
is based on Analytical Hierarchy Proces$iA.

A modified prioritized deadline based scheduling algorithm (MPDSAyaposed using project management
algorithm for efficient | ob ex elMRDSA exatutewjolts tvith diesesd |
deadline time delay in cyclic maanusing dynamic time quantum.

There are several issues relate@riority based Job Scheduling Algorittsach as complexity, consistency and
finish time.

3.5. CLPS-GA: A CASE LIBRARY AND PARETO SOLUTION-BASED HYBRID GENETIC ALGORITHM FOR ENERGY
AWARE CLOUD SERVICE SCHEDULING

Ying Fend, Lin Zhand, T.W. Liao,2014.

On the basis aflassicmulti-objective genetialgorithm a case library and Pareto solution based hybrid
Genetic Algorithm (CLPS5A) is proposed to solve the model. The major components of @& 8iclude a
multi-parent crossoveoperator (MPCO), a twetage algorithm structure, and a case library. Experimental
results have verified the effectiveness of CLEA in terms of convergence, stability, and solution diversity.

3.6Scheduling ScientificWorkflows Elastically for Cloud Canputing:
Cui Lin, Shiyong Lu, 2011

It proposes the SHEFT algorithm (ScalableterogeneougarliestFinish-Time algorithm)to schedule
workflows for a Cloud computing environment. SHEFT is an extension of the HEFT algorithm which is applie
for mapping a wrkflow application to a bounded number of processors.

We schedule these workflows by the HEFT and SHEFT algorithms,andcompare workflow makespan by the t
algorithms as the size of the workflows increases.

3.7. Job scheduling algorithm based on Berger wdel in cloud environment:
BaominXw, Chunyan Zhat, EnzhaoHa, Bin Huc,d, et al., 2011
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The Berger model of distributive justice is based on expectation states. It is a series of distribution theories
social wealth. Based on the idea of Berger maslek;fairness constraints of job scheduling are established in
cloud computing. The job schdihg is implemented in a cloudi8 platform.

The proposed algorithm in this paper is effective implementation of user tasks,and with better fairness.In futt
erhancement it deals with build a fuzzyneural network of QoS feature vector of task and parameter vecto
resource based on the nlimear mapping relationship between QoS and resource.

3.8 Efficient dynamic task scheduling in virtualized data centers withfuzzy prediction:
Xiangzhen Kong a,n, ChuangLin a, YixinJiang a, WeiYan a, Xiaowemthu,2011

Thegeneralmodelofthetaskschedulingin ~ VDCisbuiltby MSQ@ME  andtheproblemisformulage an
optimization problemwithtwoobjectives:averageresponsetime and
availabilitysatisfactionpercentage.Basedonthefuzzyprediction systems,anon
linedynamictaskschedulingalgorithmnamed SALAF is proposed. The experimental results show that t
proposed algorithm could efficiently improve the total availability of VDCs while maimigi good
responsiveness performance.

Considering the cost of consolidation, there exists an optimal consolidation ratio in a VDC that may be relat
to the hardware resource and the workload, whiemissuein it.

3.9Policy based resource allocatioim laaS cloud:
AmitNathani a, Sanjay Chaudhary@auravSomaret al.,2012

Haizea uses resource leases as resource

allocation abstraction and implements these leases by allocating Virtual Machines AfiVEg)proximation
algorithmis proposed in which mmize the number of allocatedresources which need to be reserved for a batc
of tasksWhen swappingand preemption both fails to schedule a lease, the proposedalgorithm applies
concept of backfilling.

The results show that it maximizes resource utilmatand acceptance of leases compared to the existing
algorithm of Haizea.Backfiling has a disadvantage of requiring more preemption, which increases over:
overhead of the system.

3.10Honey bee behavior inspired load balancing of tasks in cloud compag environments:
DhineshBabu L.Da*, P. VenkataKrishriaet al.,2013

HBB-LB aims to achieve well balanced load across virtual machines for maximizing the throughput. It propos
a load balancing technique forcloud computing environments based on betidwoey bee foraging strategy.
Honey bee behavior inspired load balancing improvesthe overall throughput of processing and priority bas
balancingfocuses on reducing theaiting time for the taskn a queuef VM.

A task removed from overloaded VM htasfind a suitable undeloaded.It has two possibilitiesjtherit finds
the VM set which is &ostive signalor it may not find the suitab¥M i.e a negative signal

HBB-LB is more efficient with lesser number of task migrations when compared with &dBHDLB
techniquesThis algorithm can be extended further by considering the Qos factors in it.
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3.11Morpho:A decoupled MapReduce framework for elasticCloud computing
Lu Lu, XuanhuaShi ,Hai Jin, Qiuyue Wang, Daxing Yuan, Song Wu, 2014

To address th problems of frequently loading andrunning HDFS in virtual clusters and downloading anc
uploading

data between virtual clusters and physical machines, Morphouniquely proposes a decoupled MapRed
mechanism that

decouples the HDFS from computation in artual cluster andloads it onto physical machines
permanentlyMorpho also achieves high performance by two complementary strategies for data placement a
VM placement, which can provide better map and reduce input lacality

Evaluation is done using two mnies, job

execution time and Crosack data transfer

amount .Nearly 62% speedup of job execution time and a significant reduction in network traffic is achieved |
this method.

3.12CCBKE - Session key negotiation for fast and secure scheduling of sdiéo applications in cloud
computing:
Chang Liu et al., XuyunZhanga, Chi Yangb, Jinjun Chena,2013

Cloud Computing Background Key Exchange (CCBKE), a novel authenticated

key exchange scheme that aims at efficient secavitgre scheduling of scientific plcations. This scheme is
designed based

on the commonhused Internet Key Exchange (IKE) scheme and randomreeass strategy. The data set
encryption technique usetteblock cipher, AES,in Galois Countdtode (GCM) with 64 k tablesSals20/12
and $ream cipher

This scheme improve the efficiency by dramatically reducing time consumption and computation load witho
sacrificing the level of security.This scheme canbe extended in future to improve the efficiency of symmetri
key encryption towards moedficient securityaware scheduling.

3.13A Ranking Chaos Algorithm for dual scheduling of cloud service and computing resource in private

cloud:
YuanjunLailia, Fei Taoa, Lin Zhanga*, Ying Chengg, YongliangLu@, Bhaba R. Sarkbr2013

The combinatiorof Service Composition

Optimal Selection (SCOS) and Optimal Allocation of Computing Resources (OACR) is known as due
scheduling. For addressing largeale Cloud Services and Computing ResourcesGBSR) problem, a new
Ranking Chaos Optimization (RCO)

is proposed.

In RCO algorithm ndividual chaos operator was designdlden a new adaptive ranking selection was
introduced for control the state of population in iteration. Moreover, dynamic heuristics were also defined al
introduced to guide the chaostiopization.

Performances in terms of searching ability, time complexity and stability in solving t#@SORK problem is

optimal with the use of RCO algorithm but the design of heuristic
function for specific problems in the dynamic heuristic operatongtex and hardthough.
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3.14.Analysis and Performance Assessment of CPU Scheduling Algorithms in Cloud using Cloud Sim
Monica Gahlawat, Priyanka Sharma,2013

This paper analyzes and evaluates the performance of various CPU scheduling in cloud envusmgent
CloudSim. Shortest job first and priority scheduling algorithms are beneficial for the real time applications
Because of these algorithms the clients can get precedence over other clients in cloud environment.

Here it deals only with the three alithms such aECFS, SJF and priority scheduling.This survey can also be
extended foother adaptive and dynamic algorithms suited the virtual environment of cloud.

3.15An Algorithm to Optimize the Traditional Backfill Algorithm Using Priority of Jobs f or Task

Scheduling Problems in Cloud Computing
LalShriVratt Singh, Jawed Ahmed, Asif Kha014

This paper proposesBaacnk fe flflidcw hel ncth ailsg obraistehdm oonP t h e
prioritization of jobs for achieving the optality of scheduling in cloud systems.Tdgnamicmetaschedule

will deploy the arriving jobs using -Backfill algorithm to utilize the cloud resourcesefficiently with less
waiting time.

P-Backfill starts the execution of the jobs according to their pyiostatus. It also uses the pipelining
mechanism in order to execute multiple jobs at a time.TBadkfill algorithm is more efficient than other
other traditional algorithms such as traditional Backfill, FCFS, SJF, LJF and Round Robin algorithms since
selects the jobs according to their priority levels.

3.16Efficient Optimal Algorithm of Task Scheduling in CloudComputing Environment:
Dr. AmitAgarwal, Saloni Jain,2014

An optimized algorithm for task scheduling based on genetic simulated annegbnighah is proposed. Here
Qos and response time is achieved by executing the high priority jobs (deadline based jobs) first by estimat
job completion time and the priority jobs are spawned from the remaining job with the help ofTask Scheduler.

Three sbeduling algorithm First come first serve, Round robin scheduling and is generalized priority algorithn
In FCFS resource with the smallest waiting queue time and is selected for the incoming task. Round Robin (F
algorithm focuses on the fairness. thek&are initially prioritized according to their size such that one having
highest size has highest rank in general prioritized algorithm. The experimental result shows that gene
prioritized algorithm is more efficient than FCFS and

Round Robin algoritim.

3.17 Comparative Based Analysis of Scheduling Algorithms for ResourceManagement in Cloud

Computing Environment:
C T Lin et al.,2013.

The resource seduling in this paper is basex the parameters likeost, performance, resource utilization,
time, miority, physical distances, throughput, bandwidth, resource availability.

The scheduling algorithm based on cost factor includes deadline distribution algorithm, backtracking, a
improved activity based cost algorithm, compromised {tm&t. The algoritm based on the throughput
includes Extended MiMin,modified ant colony optimization. Earliest deadline, FCFS, Round robin is time
based
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The advantage of this comparative study is that as per the requirements of the consumers and service prov
they @n select the appropriate class of scheduling algorithms for different types of services required. This stt
may further be used for optimization of different algorithms for better resource management in cloud computi
environment.

3.18&airness As Jusice Evaluator In Scheduling Cloud ResourcesA survey:
Anuradhal, S. Rajasulochana,2013

Fairness in schedulingimproves the efficiency and provides optimal resource alloEaiimess constraint
proposed by

Berger model plays an important role intetenining the fair allocation of resources by means of justice
evaluation function. An efficient scheduler should provide fair allocation of resources in a way it ensures r
task is starving for resources.

The heuristic algorithms are present for bothtistenapping and dynamic mapping. QoS based heuristic
algorithms for static mapping are mimn algorithm, maxmin algorithm, opportunistic load balancing, and
suffrage heuristics. dynamic scheduling includes immediate mode heuristic algorithms and lolet¢te onistic
algorithms.

Backfilling algorithms are used to overcome the problem of starvation and waiting time. Backfilling strateg
may/may not schedule the jobs based on priority which is both its advantage as well as disadvantage

3.19 A Survey Of Various QosBased Task Scheduling Algorithm In Cloud Computing Environment
Ronak Patel, Hiren Me2013

QoS is the collective effort of services performance, which determines the degree of the satisfaction of a u
for the services.It is expressed inngaetion time, latency, execution price, packet loss rate, throughput and
reliability.

Task scheduling algorithm based on @ir&en in cloud computing (TF®0S) compute the priority of the task
according to the special attributes of the tasks, and thertasixs based on priority.It solves the starvation
problem and follow FCFS principle.

3.20Resourcemanagementforallocation infrastructure as a Service (laaS) in cloud computing: A survey
SunilkumarS.Manvi a, GopalKrishnaShyam.et al

This paper focusesn some of the important resource management techniques such as resource provisioni
resource allocation, resource mapping and resource adaptation.The common issues associated with lae
cloud systems are virtualization and mid#hancy, resource magement, networkmanagement, data
managenent, APIs, interoperability.

The performance metrics are used to compare different works under resource management techniques.
metrics considered are reliability, deployment ease, Quality of Service, delagranol overhead.

4. Experimental Results
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From these various scheduling techniques we choose the effective task scheduling alfbathigorithm is
implemented with the help of simulation tool (CloudSim) and the result obtained reduces the tataltun
time and also increase the performanteis algorithm deals with the parameters like throughput, makespan
and cost.

The makespan
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Thus the experimental results show that the dulmg dgorithms enhance the makespan as well as the
throughput of the resources in the cloud environment.

The cloud service providers are those who procided service to the end users. Each CSP promote various
scheduling techniques based on their patibility and availability. The comparison of various CSP and the
scheduling algorithm used by their organization is being comprised as below.

Cloud Service Open Scheduling Algorithms
Providers Source
Eucalyptus Yes Greedy first fit and
Round robin
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Open Nebula Yes Rank matchmaker
scheduling, preemption
scheduling

Rackspace Yes round robin, weighted

round robin, least
connections,
weighted least
connections

Nimbus Yes Virtual machine
schedulers PBS and
SGE
Amazon EC2 No Xen ,swam, genetic
RedHat Yes BFS ,DFS
lunacloud Yes Round robin

Fig 7. Comparison of CSPOs
5. Conclusion

In this paperwe have studied about the problems in scheduling and also about various kinds of scheduli
algorithms.

The scheduling algorithm for the datacenter shouldhmsen based on the requirements of datacenter and the
kind of data they store in it. We have analyzed the relation between the data that hits the datacenter as wel
scheduling algorithm which is required to promote resource allocation in the claeogmars. This survey has
provided us a crystal clear idea about the wide dimensions of scheduling resources and their functions.
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Abstract - The knowledge of the soil hydrodynamic functions is essential for modeling the soil water dynamics and differer
components of water balance. Major contribution of these oaemts occurs during the wet range of water availability in the soil
profile. The functional form of the most commonly used theoretical hydrodynamic functions of Blomkg and van Genuchten
coupled with Burdine and Mualem hydraulic conductivity modedsendeveloped for coarse, medium, and moderatelytdixtered

soils. For developing these functional forms, parameterization and fitting performance of the corresponding soil water retent
functions were performed using RETC computer code employindimear leastsquares optimization. It was observed that for the
wet range of water availability in the loam and silty clay loam soil, the best performance was given by theCBregksoil water
retention function followed by van Genuchten functions wite 1 1/n and m = 1 2/n. However for this range of water availability,

the van Genuchten functions with m = I/n gave a slight better performance in sand in comparison to other functions which gave
same performance. It was observed that as the sand tafitémese soils decreases, the hydraulic conductivity and soil water
diffusivity at particular soil water content also decreased. The hydraulic conductivity predicted by the Mamal&enuchten
function were observed to be less than predicted by MuBleroksCorey function and the same trend was observed for the soil
water diffusivity for these soils.

Key Words: Soil water retention functiorBrooksCorey, van Genuchten, RETC code, parameterization, fitting performance,
Burdine and Mualem modelsydraulic conductivity, soil water diffusivity.

INTRODUCTION : The knowledge of hydrodynamic functions of soil water retention, hydraulic conductivity and soil water
diffusivity is essential for modeling the different components of the water balanggéraal drainage and evaporation from the soil
profile, capillary contribution to it and water storage changes within it as well as solute and contaminant transpdroio ted
groundwater. These processes are affected mainly by the texture and afegedeess of the soil profile. For-Bitu estimation of
hydraulic conductivity of the unsaturated soil, direct methods of plane of zero flux [1] constant flux vertical time éfleconetry

[2] and instantaneous profile method [1] were used but &uamd Lipsius [3] reported that these methods are considerably more
difficult and less accurate and they further suggested the use of indirectdnodétbstimation using soil water retention function
developed from the easily measured soil water retemtada. Various soil water retention functions, relation between soil water
content and soil water suction head, have been proposed [4,5,6,7,8,9,10,11,12,13,14] Some of these functions thoubbtpovided
predictions but are difficult to incorporate irttee statistical porsize distribution models for developing the analytical hydrodynamic
functions. Abrisqueta et al. [15] reported that there is a wide body of literature in which hydrodynamic behavior &f Haevesdiken
described based on their watetention functions for the entire range of saturation. Leij et al. [16] and Assouline and Tartakovsky[17]
reported that among a variety of soil water retention functions which were evaluated for the entire range of soil wsdurthom

to oven dryness, the functions proposed by Bro@larey and van Genuchten are most popular for use in numerical modeling of
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water flow and solute transport within the unsaturated porous media. These two empirical retention functions of withispbeific

of parameers fitting the observed soil water retention data to different extents can be embedded into the statissedepore
distributionbased hydraulic conductivity models of either Burdine [18] or Mualem [19] for developing the corresponding predictive
theaetical unsaturated hydraulic conductivity functions having the same parameters as in the corresponding soil water retent
functions and further developing the soil water diffusivity functions. Rossi and Nimmo [13] reported that these soiltevdtar re

functions performed differently in the wet, middle and dry ranges of water content from saturation-toymess in the soil profile.

Major contribution of these processes as stated above occur in the moist (wet) range of soil water and suclitrmistfp@vail for
most of the time during the periods immediately following each rainfall event and under drip irrigation. So in this study, th
hydrodynamic functions in the wet range of water availability in different soils were evaluated for deyelopifunctional

unsaturated hydraulic conductivity and soil water diffusivity functions for further use in modeling the soil water dynamics.
Materials and Methods
Soil water retention data

The soil water retention data Kalane et al., [20] at tllensder suction heads of 0, 20, 40, 60, 80, 100, 120, 150 and 180 cm (taken as
positive) of different samples from the soil textural classes of sand (coarse texture), loam (medium texture ) angd lsity cla
(moderately fine texture ) collected froriffdrent locations in Haryana, India and the corresponding with the soil water contents were
utilized for optimizing the parameters of the soil water retention functions and for evaluating the hydrodynamic funotimokbngh

to USDA textural classificatin of soils, the textural class of sand has proportions of sand, silt and clay ranging from 86 to 100, 0 to 1
and 0 to 10 percent, respectively while these constituents range from 23 to 52, 28 to 50 and 7 to 27 percent in salyrasddbe

silty clay loam soil has these ranging from 0 to 20, 40 to 73 and 27 to 40 percent, respectively.
Soil water retention functions

The empirical soil water retention functions proposed by van Genuchten [7] with fixed (/& &nd m = 1 2/n) shape pameters
and BrooksCorey [4] were used in this analysis. The van Genuchten proposed the empirical sigsi@igat continuous (smooth)

four-parametric powelaw function as:

&= 1+"Oweh)" M)

WhereS.[= (J h  [)/(Js [.)]is the dimensionless effective saturatfjofi; and[, are the water content at the soil water
suction head h, saturated and residual water contents, respectively. The pdrggistem empirical constart * . In this function,
the four unknowrparameters afe, [ ¢, ® yg and n. The dimensionless parameters n and m (fixed with each other) are the parameter
related to the porsize distribution affecting the shape of the function. For developing the dimsadanalytical) function of the
unsaturated hydraulic conductivity by coupling the van Genuchten soil water retention function with the hydraulic cgnductivit
models of either of Burdine or Mualem, the conditions of fixed shape parameters i@2/a &and m = 11/n need to be satisfied,

respectively. However, Durner [21] reported that these constraints of fixing the shape parameters eliminated somehilftthe flex

Brooksi Corey proposed the empirical feparametric powelaw soil water retention function as:

S = (0 gch) 'ec(2)
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Where® g is an empirical parametér ! representing desaturation rate of soil water is related to thesjzerelistribution
and whose inverse is regarded as the reciprocal of the height of the capillary fringe. The padagpétethe poresize distribution
index affecting the slope of this function and characterizes the width of thesiperdistribution. In this function, the four unknown

parameters afe,f ¢,® gc andl gc.
Estimation of hydraulic conductivity functions

Based on the statistical pes&ze distribution in the soil medium, the relative hydraulic conductivity function is defined by a

mathematical expression [22] as:

I ongy Tap
A yvjr

— (o}
DA TR IR

The parameteris the tortuosity factor which characterizes the combined effects ocpora nect i vi ty and f |
2 are the constants. Eq. (3) reduces to the Burdine=2nkdel
(S) (= K (S)/ Ky is the dimensionless relative unsaturated hydraulic conductivity andTK! is the saturated hydraulic

conductivity.

Coupling of the Brooks&orey soil water retention function with the Burdine and Mualem isoglelded the corresponding

S.- based hydraulic conductivity functions, respectively as:
K(So) =Ke&™" "o (4)

K(S9 =K' e (s)

Van Genuchten coupled his soil water retention fomc8, (h) with the Mualem model and its integration led to the
derivation of the unsaturated hydraulic conductivity in the form of an Incomplete Beta Function for a general case afeimdepen

parameters m and n as:
K(S)= K& I(m + 1/n1z 1/n) “(6)

Wherel, (m + 1/n,1z 1/n)) is the Incomplete Beta Function &ndi’d . Under the condition m = 11/n, the Eq. (6) when
integrated, the unsaturated hydraulic conductivity reduced to the dimseds:
2

KS)=KE 1 (1 )" (7)

The Burdinebased hydraulic conductivity function with independent m and n parameters is expressed as:
K(S)= K& I, (m + 2/n,17 2/n) (8)

Wherel, (m + 2/n,1z 2/n) is the Incomplee Beta Function andg= ild . The integration of Eq. (8) under the constraint m =

1 2/n led to the analytical form 6% based unsaturated hydraulic conductivity as:
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KS)= K1 (1 ™M™ )
Estimation of soil water dffusivity functions

The soil water diffusivity D &) [L2T ] was derived by multiplying the KX) by the inverse of the soil water capacitySg)(L 1].
The C &) is the first derivative of the soil water retention function ifedt. For the Brook&orey soil water retention function, C

(S) was derived as:

C(S)=dectec (s [/)S5"5°(10)

Multiplying Egs. (4) and (5) by the inverse of Eq. (10) resulted in the Burdine and the Mbas=th Broks-Corey soil water

diffusivity functions, respectively as:

D(&)=Ks dectec (s Jr) T S7YV'® (1)

D(S)=Ksdedtec (s [ ' &7HEC (12)

For the soil water retention function, the soil water capacitgLwas derived as:

C&)=mnivefs [ S'™ 1 s¥™"@3)

Multiplying Egs. (7) and (9) by the inverse of Eq. (13) yieldesl Mualem and Burdineébased van Genuchten soil water diffusivity
functions, respectively as:

(1 m) S;‘“/m 1 i/m m+ 1 i/mm 2 (14)

lvem(s [r)

D (&) =K

D(&)=Ks mopmr, & ™ 1 8" T 1)

1ve 1+m (fs [

For using the value of tortuosity factd},(\Wosten and van Genuchten [23] reported that this value where is from soil to soil
and fits may not be reasonable especially for medium ametditured soils. But in this analysis, the average values of tortuosity
factor () equal to 2.0 and 0.5 as proposed by Burdine and Mualem were used for Burdine and-hMassdmredictive unsaturated
hydraulic conductivity and soil water diffusivity funchs, respectively. The values of m for the Burdine and Mudlased of
conductivity and diffusivity functions were calculated by fixing m =2In and m = 1 1/n, respectively. The saturated hydraulic

conductivity values as determined experimentally by Kalane et al. [20] for these soils were used.
Parameterization and evaluation of fitting performance

For estimation of unknown parameters of sediter retention functions, RETC (RETention Curve) computer code van Genuchten et
al. [24] was used by utilizing the observed soil water retention data only and these were represented by la egpetbr
tof ;.J s, vg, N for van Genuchten functioand equal t¢ ,,[ 5, gc 15, for BrooksCorey function. In this code, these parameters

are optimized iteratively by minimizing the residual sum of squares (RSS) of the observed and fitted soil water ret@ftonbyat
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taking RSS as the olgve function O ) using weighted nofinear leastsquares optimization approach based on the Marguardt

Levenbergbs maxi mum neighborhood method [25] as:
ny 2
O®b)=Bl,w[; [iH “(16)

Where[ ; and[; are the observed and the corresponding fitted soil water contents, respectively. N is the number of the s
water retention data points and equal to 9 in this analysis. The weighting factehsch reflects the reliability ofthe measured
individual data were set equal to unity in this analysis as the reliability of all the measured soil water retention clatgisersd
equal. A set of appropriate initial estimates of these unknown parameters was used so that the oninprozass converges after
certain iterations to the optimized values of these parameters. For evaluating the fitting performance, goodnesseobliserivdd
and fitted data was estimated by the coefficient of determinatfyrciiaracterizing theelative magnitude of the total sum of squares

associated with the fitted function as:
2
r2=B [, [ "IBJ; [;?Q7)
Where[ ; is the mean of observed soil water retention data.

Results and Discussion

The optimized valuesf saturated water contents (Table 1) were observed to be 0.40, 0.46 aoth®.6&° for the sand, loam and

silty clay loam soils, respectively for both the soil water retention functions of B@okesy and van Genuchten and on comparison
with the experimentally determined saturated water contents Kalane et al. [20] a complete perfect match was found. It was a
observed that as the fineness of the soil texture increases, the predicted residual soil water contents increasea floR5n2 t

cm?® by BrooksCorey function, from 0.04 to 0.35n%/ cm® by van Genuchten function with constraint m =11In and from 0.03 to
0.33cm®/ cm® by van Genuchten with fixed shape parameter m 2/a for these soils. The residual water contgmtslicted by
BrooksCorey function were observed to be less in comparison to predicted by van Genuchten function. Among the van Genuch
functions, the van Genuchten with fixed m =2In predicted less residual soil water contents in comparison wiith fixe 1 1/n.

The residual water contents predicted by these functions ranged from 0.02 to 0.04, 0.16 to 0.25 and 0.2Bibod850r sand,

loam and silty clay loam soils, respectively.

It is seen from Table 1 that as the clay content of tBefle increases, the values®ai- and® g decreased and the Broekerey
function predicted g values of 0.1062, 0.0452 and 0.0321 for sand, loam and silty clay loam soils, respectively indicating mor
height of the capillary fringe (inverse bt: ) in the silty clay loam followed by loam and sand soils. THege values were
observed to be higher than the value8 @f for these soils. Among the van Genuchten functi®rg, values of 0.0712, 0.0254 and

0.0184 predicted with fixed m 1 1/n were found to be lower than function with m =2in.

The values of g were observed (Table 1) to be 0.5969, 0.4228 and 0.4225 for sand, loam and silty clay loam soils indicating that
the sand content of these soils decreases, these a#doedecreased which indicated that the slope of the water retention function of
BrooksCorey was observed to be more in sand in comparison to loam and silty clay loam soils. This showed that the porous med
of sand has comparatively more uniform peize distribution. Kosugi et al. [26] also reported that theoreti¢allwalue approaches

infinity for a porous medium with a uniform pesgze distribution, whereas its value approaches a lower limit of zero for soils with a
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Table 1. Optimized values of the parameters of the soil water retention functions for differésoils

Sand (Coarse texture)

Soil water retention function

Optimized values of parameters

0 I EETIAR™Y N/ opn

("H /TH ) ("H /" ) | (1/cm) ()
BrooksCorey 0.02 0.40 0.1062 0.5969
Van Genuchten
Fixed m=21/n 0.04 0.40 0.0712 1.8595
Fixed m=12/n 0.03 0.40 0.0936 2.6773
Loam (Medium texture)
BrooksCorey 0.15 0.46 0.0452 0.4228
Van Genuchten
Fixed m=11/n 0.25 0.46 0.0254 2.3899
Fixed m=12/n 0.23 0.46 0.0450 2.2528
Silty clay loam (Moderately fine-texture)
BrooksCorey 0.25 0.52 0.0321 0.4225
Van Genuchten
Fixed m=11/n 0.35 0.52 0.0184 2.4185
Fixed m=12/n 0.33 0.52 0.0309 2.1910

wide range of pore sizes. They reportgd values in the range 0.3 to 10.0 while Szymkiewicz [27] reported that these values
generally ranged from 0.2 to 5.0. Zhu and Mohanty [28] also reported that the soil water retention of Brooks and Corey w
successfully used to describe the retentiata for the relatively homogeneous soils, which have a narrowsjmarelistribution with a

value forl gc equal to 2. Nimmo [29] reported that a medium with many large pores will have a retention function (curve) that drop
rapidly to at low soil watecontent even at low suction head and conversely, gofined medium will retain even at high suction so

will have a flatter retention curve. In these functione hydrodynamic behavior of the soil media are described by the combined

effects of two paramters ¢ gc,1 gc) in the BrooksCorey function and by three parametérgd,n,m) in thevan Genuchten function.

It was also observed (Table 1) that the values of the parameter n decreased as the sand content of these soils ircorssamvith

m =1 1/n while this trend was observed to be reverse for m2/ril
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It was observed (Table 2) that the van Genuchten soil water retention function with mlA bave a slight better fitting in
comparison to Brook€orey function and van Genuchten functisith m = 1 2/n for the wet range availability in the sand (coarse
texture) soil as the value af is slightly better for van Genuchten function with m =11In but the RSS values are same for all these
functions. For the loam (medium texture) and sillyy loam (moderately fine texture) soils, the best performance was given by the
BrooksCorey function in these soils as indicated by the highest valuag of 0.9973 and 0.9957 in loam and silty clay soils,
respectively with least RSS value of B& ° for both these soils. Among the van Genuchten function, the better fit was given by the
function with m = 1 1/n indicated by the corresponding highéwvalues and lower RSS values for these soils. Mualem [30] reported
that there is no single funoti that fits every soil. Nimmo [31] and Ross et al. [32] also reported that the Bfookg and van
Genuchten functions are successful at high and medium water contents but often gave poor results at the low water cont
Mavimbela and van Rensburg [38fo parameterized the soil water retention functions of BrGaksy and van Genuchten using

RETC code and reported that these functions fitted the measured soil water retention dtafwithless than 0.98.

Table 2. Residual sum of squares (R$%nd coefficient of determination (I ) of the fitting performance of soil water retention

functions

Sand Loar Silty clay loam
Soil water (Coarse texture) (Medium texture) (Moderately fine texture)
retention function | RSS . RSS , RSS

|
BrooksCorey 2 0.9997 | 9 0.9973 | g 0.9957
Van Genuchten
Fixed m=11/n
_ 2 0.9998 | 18 0.9951 | 10 0.9956

Fixed m=12/n

2 0.9997 | 37 0.9896 | 18 0.9916

Mace et al. [34] reported that. The function devetbpan Genuchten based on the theoretical expression of Mualem predicted
hydraulic conductivity more accurately than the van Genuchten function based on the theory of Burdine. So in this gthidygtthou

the Burdine and Mualetbased hydrodynamics functierhave been evaluated but only the Mualemed hydrodynamic functions
have been shown in the form of graphs considering its preference for accuracy and use. The values of the optimized gfaramete
these soil water retention functions were used in thieesponding unsaturated hydraulic conductivity and diffusivity functions of
BrooksCorey and van Genuchten for describing the hydrodynamic behavior of these soils. Figs. 1 and 2 depicted the behavior of
hydraulic conductivity and soil water diffusivifyinctions in relation to soil water content as derived by coupling the Bi©okey

and van Genuchten functions with Mualem model. It is evident from these Figs.1 and 2 that as the sand content of these ¢
decreases, the hydraulic conductivity and sater diffusivity at particular soil water content also decreased. So at specific water
content, the hydraulic conductivity and soil water diffusivity were observed to be more in sand and followed by in ladyncéend s

loam soils. The hydraulic condinity and soil water diffusivity based on the coupling of the van Genuchten function with the

Mualem model were predicted less in comparison to those predicted by-B8ooek function when coupled with Mualem model.
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However, general case that for the gtiahl soil water dynamics, the use of BrodBerey function tends to be easier and on the other

hand numerical simulation of unsaturated flow, the use of van Genuchten function is mostlgd.adopte
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Fig. 1. Hydraulic onductivity as a function of water content based on (a) Mu@lesoks Corey function for sand, (b) Mualewan
Genuchten function for sand, (c¢) MualdmoksCorey function for loam, (d) Mualewvan Genuchten function for loam, (e)
MualemBrooksCorey functon for silty clay loam, (f) Mualervan Genuchten function for silty clay loam.
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Fig. 2. The soil water diffusivity as a function of water content based on (a) MaleoksCorey function for sand, (b) Mualewan
Genuchten fuetion for sand, (¢) MualefBrooksCorey function for loam, (d) Mualetvan Genuchten function for loam, (e)
MualemBrooksCorey function for silty clay loam, (f) Mualewan Genuchten function for silty clay loam.

Conclusion

For the wet range of water a@ilability in the loam and silty clay loam soil, the best performance was given by the BPoodg soil
water retention function followed by van Genuchten functions with m i and m = 1 2/n but van Genuchten function with m =
1 1/n gave slight betteperformance in sand in comparison to other functions. At a particular soil water content, Nbaaksin
hydraulic conductivity and soil water diffusivity as predicted by the theoretical by the B@wky and van Genuchten functions
decreased with the dease in sand content of these soils. The MualemGenuchten function predicted less hydraulic conductivity

and water diffusivity in comparison to those predicted by the MuddemoksCorey function
References

[1] Rose, C.W., Stern, W.R. and Drummon& J. fiDet er mi nati on of hydraulic cond-uct.i
situo Water -R®&6our. Res. 3:1

[ 2] Par ki n, G. W. , El rick, D. E. , Kachanoski , R. G. and Gibs
rainfall simul atoro Wat e4b4. IREsour . Res. 31: 447

[ 3] Durner, W. and Lipsius, K. AEncycl opedia of Hydrologic

[ 4] Brooks, R.H., and Corey, A.T. i Hy d Naa3u | Goloradp StatgpUnivetsityeFsrt o f
Collins, Colorado. 1964.

=14

[ 5] Campbel |, G. S.
314.1974.

A simple method for determining3ltns at

[6] Haverkamp, R., Vauclin, M., Touma, J., Wie n g a , P. and Vachaud, G. AA compari s
di mensi onal infiltrat i-20401877.So i | Sci. Am. J. 41(2) : 285

[ 7] Van Genuc ht eformeqivation for. prediding the Hydraulee donductivity of unsaturateddsoil$S o i | Sci
J., 44: 892898.1988.

32 www.ijergs.org



International Journal of Engineering Research and General Scienc&olume 2, Issue § October-November, 2014
ISSN 2091-2730

[ 8] Hut son, J.L. and Cass, -wAa.t eff A sri entud mattii wint ynefd8tP83toi aln fSoori
[ 9] Russo, D. 1988. fiDeter mining soi Ithe beledtionaota model far the lpydraulici e
propertieso Water 459438 ur . Res., 24(3):453

[ 10] Ros s, P.J. and Smettem, K. R. J. ADescribing Soil Jhydr
57.2629.1993.

[11] Zzhang, R.ad v an Genuchten, M. Th. #fANew models for u8sd@4.ur ated

[12] Fredlund, D. G. , Xing, A. and Huang, S. APredwatt i ng
char act er i madian Geoteanrical 8. 831(3¢ 5232.1994.

[ 13] Rossi, C. and Ni mmo, J. R. AModeling of soil water-ret
708.1994.

[ 14] Kosugi, K. iLognor mal di str i brwtpieant i necsdde IWaft cerr UREGRAAB6K r. a tRec

[15] Abrisqueta,J.M., Plana,V., Rufzanales,A. and RuiBanc hez, M. C. AUnsaturated hydr a
undi sturbed |l oam soil ®@20pani sh.J. Agri . Res. 4(1): 91

[16] LeijFJ., Russel | , W. B. , andf aremcéaxprSedMsi dinrCd ofserd water retenti o
35(5): 848858.1997.

[ 17] Assoul i ne, S. and Tartakovskly, D. M. AUnsatr uateesd Oh
Water Resour. Res. 37(5): 130912.2001.

[18] Burdine, N.T. fARelativei perdieatbiilbutyi el dcatd adi Dnansro
Petroleum Engrs. 198: 748. 1953.

[ 19] Mual e m, Y. AAt inegu Mmoelehydmowaulpiredé¢onductivity of uns af
513522.1976.

[20] Kal ane, R.L., Oswal, M. C. and Jagannath. AComparaierson
tabl eo J.ISti.AA2): 18%H72.199485 0 i

[ 21] Durner, W. 1994, AHydraulic conductivity estimati:®bl: for
223.1994.

[22] Zhang, Z. F., Ward, A.L. and Ge eertids dVanisdir@ie sodsrubirigia negsorialh e
connectivityt or t uosi ty concept-821.2083dose Zone J. 2(3):313

[ 23] Wosten, J. H. M. and van Genuchten, M. Th. AUsi ng textur
funct i oc.Sdc. AgeriJl52:$762770.1988.

[24] Van Genuchten, M. Th. , Lei]j, F.J. and Yates, S. R. Al Tshoe
Res. Rep. 600-21 065, USEPA, Ada.O.K. 1991.

[ 25] Marquardt, D.s¥equardsrestimdtionofmdni hmaf opakramet er so J.-4451063. | n
[26] Kosugi, K., Hopmans, J. W. a-Rdr Bma e ilmMetiasod Sk Analysis. Ragtt e r

4.Physical Methods. (Eds. E.J.H. Darel G.C. Topp) pp. 73858. Book Series No.5. Soil Sci. Soc. Amer., Madison, USA. 2002.

[ 27] Szymki ewi cz, A Chapter 2 : 0 MhtMbdeliag WateaRlow M &Jasaturaged BofousF |
Media Accounting for Nonlinear Permeabiliiynd Material Heterogeneity. Springer. 2013.

[ 28] Zhu, J. and Mohanty, B. P. AEffective hydraulic spuar am
Res. 39 (8) : 412.2003.

[ 29] Ni mmo, J. R. i Un s a tnEdsa Angatsonz M.G.end fBéag W Enryclopediasos Hydralogical Science.
Part 13Groundwater: vol4 ;: 2299322. Chichester, UK, Wiley.2005.

33 www.ijergs.org



International Journal of Engineering Research and General Scienc&olume 2, Issue § October-November, 2014
ISSN 2091-2730

[ 30] Mual e m, Y. AHydraulic conducti vihMegt todd su ncsfat ut laPhysiabh &loy
and mineralogical methods."fgd.) (Eds. A. Klute). Amer. Soc Agronomy, Inc. and Soil Sci. Soc. Amer. Inc Madison, WI, USA,
799-823.1986.

[ 31] Ni mmo, J.R.AaiComment on t hpaA donmsistent seteohparanethicodele ferithe twephasewa t
flow of immiscible fluids in the subsurface by Luckner, L. et al. Water Resour. Res. 2868611991.

[32] Ross, P.J., William, J. andr etrdrsttioomn KurLv e s AtEa udrby mas
923927.1991.

[ 33] Mavi mbel a, S. S. W and van Rensbur g, L. D. 2013. AirEs t i

situo Hydrol. Ea4366h208yst. Sci . 17: 4349
[34] Mace, A., Rudolph, D.L. and Kachanoski, R, 8Sui t abi |l ity of parametric models to
unsaturated coarse sand andd51§@8avel 6 Ground Water. 36(3): 4

34 www.ijergs.org



International Journal of Engineering Research and General Scienc&olume 2, Issue § October-November, 2014
ISSN 2091-2730

Seismic Behavior of soft Storey Building : A Critical Review
Devendra Dohare Dr.SavitaMaru?

1P.G. student Ujjain Engineering College, Ujjain, M.P, India.
2 Professor & HOD of Civil Department Ujjain Engineering College, Ujjain, M.P, India

1Devhare@gmail.com

2Savitamaru@yahoo.com

Abstract:- Soft first storey is a typical feature in the modern rmtibrey constructions in urban India. Though msiltireyed
buildings with soft storey floor are inherently vulnerable to collapse due to earthquake, theirctionstsustill widespread in the
developing like India. Functional and Social need to provide car parking space at ground level and for offices opendifferiesta
level of structure far owveighs the warning against such buildings from engineecmmmmunity. With the availability of fast
computers, so that software usage in civil engineering has greatly reduced the complexities of different aspects isishendnaly
design of projects. In this paper an investigation has been made to studihie behaviour of soft storey building with different
arrangement in soft storey building when subjected to static and dynamic earthquake loading. It is observed that ,imfitbviding
improves resistant behaviour of the structure when compared toaeff provided.

Keywords: Soft storey, Static and dynamic analysis, Seismic loads.

I. INTRODUCTION

Due to increasing population since the past few years so that car parking space for residential apartments in poputatethaitier

of majorproblem.So that constructions of mukitoreyed buildings with open first storey is a common practice in all world. Hence
the trend has been to utilize the ground storey of the building itself for parking or reception lobbies in the firstistgeeyypes of
buildings having no infil/l masonry walls in gr ounidstsoreeyoarey,
open ground storey building6. Experience of di f f &ings duringn at
earthquakes always seriously discouraged construction of such a building with a soft ground floor This storey knowntagyeak s
because this storey stiffness is lower compare to above storey. So that easily collapses by earthquake.

Due b wrong construction practices and ignorance for earthquake resistant design of buildings in our country, most of ghe exist
buildings are vulnerable to future earthquakes. So, prime importance to be given for the earthquake resistant desiggn The In
seismic code I'S 1893 (Partl): 2002 <classifies a 6&tafinthest o1
storey above or less than 80 percent of the average lateral stiffness of the three storeys above

Il . GENERAL BEHAVIOUR OF SOFT STOREY
Stability of earth is always disturbed due to internal forces and as a result of such disturbance, vibrations or j@rksciugaiakes
place, which is known as an earthquake.

Earthquake producesvoi high waves which vibrate thease of structure in various manners and directions, so that lateral force is
developed on structure. In such buildings, the stiffness of the lateral load resisting systems at those storiessstpntéhiestories
above or below.

Eartimgucios
CSCATS TS

Image source: EQTip21 NICEE
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Such building act as an Inverted Pendulum which swing back and forth producing high stresses in columns and if columns
incapable of taking these stressgsdo not posses enough ductility, they could get severely damaged and which can also lead t
collapse of the building. This is also known as inverted pendulum. Soft stories are subjected to larger lateral loadsttigringes

and under lateral loadin This lateral force cannot be well distributed along the height of structure. This situation causes the later:
forces to concentrate on the storey having large displacement. The lateral force distribution along the height of & lolinititig

relaid to mass and stiffness of each storey. The collapse mechanism of structure with soft storey under both earthquétiye and gr
loads. Therefore dynamic analysis procedure is accurate distribution of the earthquake and lateral forces along thesbilding
determining modal effects and local ductility demands efficiently.

lll. REVIEW OF LITERATURE

A significant amount of research work on seismic behaviour of soft storey building has been done by many investigathraressear
Such as

[1] Suchita Hirde and Ganga Tepugade(2014)Discussed theperformance of a building with soft storey at different level along
with at ground level. The nonlinear static pushover analysis is carrie€@utludedt is observed that plastic hinges are developed

in cdumns of ground level soft storey which is not acceptable criteria for safe design. Displacement reduces when the soft store
provided at higher level.

[2] Hiten L. Kheni and Anuj K. Chandiwala (2014), Investigate many buildings that collapsed duritige past earthquake
exhibited exactly the opposite strong beam weak column behaviour means columns failed before the beams yielded maufly due to
storey effectFor proper assessment of the storey stiffness of buildings with soft storey buildiaggrifihodels were analysed using
software.Concluded the displacement estimates of the codal lateral load patterns are observed to be smaller for the lower stories
larger for the upper stories and are independent of the total number stories of tlee mode

[3] Dhadde Santosh(2014), Investigate nonlinear pushover analysis is conducted to the building models using ETABS anc
evaluation is carried for neretrofitted normal buildings and retrofitting methods are suggested like infill wall, increaseuwnfdgro
story column stiffness and shear wall at central core. Concluded storey drift values for soft storey models maximuomgdues c

to other storeys and the values of storey drift decreases gradually up to the top.

[4] Rakshith Gowda K.R and Bhavani Stankar(2014), | nvesti gat e the soft storeyds ar
load combinations and ETABS is used for modeling and analysis RC buildings. Concluded the inter storey drift was otbeerved to
maximum in vertically irregular staiure when compared with that of regular structure.

[5] Mr.D.Dhandapany(2014), Investigate the seismic behaviour of RCC buildings with and without shear wall under different soil
conditions. Analyzed using ETABS software for different soil conditiomsdhmedium, soft). The values of Base shear, Axial force
and Lateral displacement were compared between two frames. Concluded The design in STAAD is found to be almost etpual resul
compare in ETABS for all structural member.

[6] Susanta Banerjee, Sagaya K Patro and Praveena Rao(2014) Analysis response parameters such as floor displacement, storey
drift, and base shear. Modelling and analysis of the building are performed by nonlinear analysis program IDARGcRIOed

lateral roof displacement drmaximum storey drift is reduced by considering infill wall effect than a bare frame.

[7] D. B. Karwar and Dr. R. S. Londhe(2014), Investigate the behaviour of Reinforced Concrete framed structures by using
nonlinear static procedure (NSP) or pushoaemal ysi s in finite element software AS
different models in terms of base shear, displacement, performance @untluded base shear is minimum for bare frame and
maximum for frame with infill for G+8 building.

[8] Miss Desai Pallavi T(2013), Investigate théehaviour of reinforced concrete framed structures by using Staad Pro. Modelling
four structure and compare stiffness thisdels. Concluded provide the stiffer column in first storey.

[9] Amit and S. Gawand(2013), Investigate the seismic performance and design of the masonry infill reinforced concrete structure
with the soft first storey under a strong ground motion.

[10] Nikhil Agrawal(2013), Analysis the performance of masonry infilled reinforced cate (RC) frames including open first
storey of with and without opening. The increase in the opening percentage leads to a decrease on the lateral sfiffee $saafen
Concluded Infill panels increase stiffness of the structure.

[11] A.S.Kasnak and Dr. S.S.Jamkar(2013),Investigate the behaviour &fe reinforced RC frames with various arrangement of
infill when subjected to dynamic earthquake loading. Concluded providing infill wall in RC building controlled the digpiacem
storey driftand lateral stiffness.
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[12] Dande P. S. and, Kodag P. B.(2013),Investigate the behaviour of RC frames witlovided strength and stiffness to the
building frame by modified soft storey provision in two ways, (i) By providing stiff column & (ii)pByviding adjacent infill wall

panel at each corner of building fram@oncluded the walls in upper storeys make them much stiffer than open ground storey.
Difficult to provide such capacities in the columns of the first storey.

[13] Narendra Pokar and Prof. B. J. Panchal(2013) Investigate the behaviour of RC frames with Testing of scaled models is
essential to arrive at optimal analytical model and special design provisions for such structures. Structure is modedgdenhd a
using SAP platform inciding seismic effect. Concluded both steel and RCC model gives nearest result for full scale model.

[14] N. Sivakumar and S. Karthik(2013), Investigate the behaviour of the columns at ground level of sstolteyed buildings

with soft ground floor subed to dynamic earthquake loadiigl ABS used fomodelling of the six and nine storey structure, line
element was used for columns and beams and concrete element was used for slabs. Concluded reducing the drift as well a
strength demands on the fistorey columns so that provides stiffer columns in the first storey.

[15] Dr. Saraswati Setia andVineet Sharma(2012), Analysisseismic response of R.C.C building with soft stoEeguivalent static
analysis is performed for five different models byngsthe computer software such as STAA Pro. Concluded minimum displacement
for corner column is observed in the building in which a shear wall is introducediireétion as well as in-direction.

[16] P.B.Lamb and Dr R.S. Londhe(2012), Analysis multisoried building with soft first storey, located in seismic zone IV. It is
intended to describe the performance characteristics such as stiffness, shear force, bending moment, drift. Concludidustiear w
cross bracings are found to be very effectiveetfucing the stiffness irregularity and bending moment in the columns.

[17] V. Indumathy and Dr.B.P. Annapurna (2012), Investigate the foustoried one bay infilled frame with soft storey at ground
floor and window openings in higher floorShape of openg - square opening showed lower lateral deformation compared to
rectangular opening and on other hand rectangular opening oriented horizontally exhibit lower lateral deformation thkan vertic
orientation. Concluded square opening showed lower lateral rdeftion compared to rectangular opening and on other hand
rectangular opening oriented horizontally exhibit lower lateral deformation than vertical orientation.

[18] M.Z. Kabir and P. Shadan(2011), Investigate the effect of soft story on seismic perforceaof 3Dpanel buildings. Results
verified numerically with finite element model using ABAQUS program anepaBel system has considerable resistance. Concluded
applying several ground motions final cracks is appeared at the end of columns armbheantonnections. However, upper stories

had no crack during shaking table test.

[19] G.V. Mulgund and D.M. Patil(2010), Investigate  the behaviour of RC frames with various arrangement of infill when
subjected to dynamic earthquake loading and resuttacd and infill frame are compared. Concluded masonry infill panels in the
frame substantially reduce the overall damage.

[20] A. Wibowo and J.L. Wilson, (2009), Analysisan analytical model has been made to predict fdisglacement relationship of

the tested frame. The experimental investigation the load deflection behaviour and collapse modelling of soft storey bilding wi
lateral loading. Concluded the large drift capacity of the precast soft storey structure was attributed to the weakneaovitiebti
allowed the columns to rock at each end.

[21] Sharany Haque and Khan Mahmud Amanat (2009)|nvestigate the effect of masonry infill in the upper floors of a building
with an open ground floor subjected to seismic loading. The number of panelsfilitis ivaried from bare frame condition (zero
percent infilled panels) and 10, 30, 50 and 70 percent of panels with infill on the upper flooBorapdrison of base shear.
Concludedthe design shear and moment calculated by equivalent static methoat teagt be doubled for the safer design of the
columns of soft ground floor.

[22] Seval Pinarbasi and Dimitrios Konstantinidis(2007), Investigate the hypothetical baiselated building with a soft ground
story. Comparison is made with how sstibry fexibility affects the corresponding fixdohse building. Concluded performance of a
soft-story building, is also effective in particularly reducing the seismic demand (i.e., interstory drift) on ibt@golevel, which is

the primary cause of catagttac collapse in these types of buildings.

[23]s Dr. Mizan Dogan and Dr. Nevzat Kirac(2002), Investigate the quake results, it is observed that partitioning walls and beam
fillings enable buildings to gain great rigiditlso solutions were Investigatd for making the soft storeys in the present
constructions and in the ones to be built resistant to quake.

[24] Jaswant N. Arlekar, Sudhir K. Jain and C.V.R. Murty(1997), Investigate the behaviour of reinforced concrete framed
structures by using ETABSThe nine models of building compare stiffness. Concluded such buildings will exhibit poor performance
during a strong shaking. solution to this problem is in increasing the stiffness of the first storey.
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IV. CONCLUSION

RC frame buildings with sofstory are known to perform poorly during in strong earthquake shaking. Because the stiffness at lowe
floor is 70% lesser than stiffness at storey above it causing the soft storey to happen. For a building that is noapyoaitbedl

load resistanceatnponent such as shear wall or bracing, the strength is consider very weak and easily fail during earthquake. In s
a situation, an investigation has been made to study the seismic behaviour of such buildings subjected to earthquitles smemeso
guideline could be developed to minimize the risk involved in such type of buildings. It has been found earthquake featisgby tr
them as ordinary frames results in an underestimation of base shear. Investigators analysis numerically and use vatgyus com,
programs suchs Staad Pro, ETABS, SAP208&. Calculation shows that, when RC framed buildings having brick masonry infill on
upper floor with soft ground floors subjected to earthquake loading, base shear can be more than twice to that pesictatbt
earthquake force method with or without infill or even by response spectrum method when no infill in the analysis model
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ABSTACT: Refrigerator is mainly a composition of four devices Compressor, Condenser, Expansion device and ewdyicitator
have some limitations [1]. Temperature range of working is also a limitation for Refrigerator which affects their perfdimenee
provide more effort to reduce the limitations related to working temperature range and try to modify theediigecdtor with the
effect of evaporative cooling.Since condenser rejects latent heat of refrigerant to atmosphere due to higher tempedrageranf r

at condenser. So due to this rejection of heat it provides the cooling in evaporatoré#]ci@at of performance of refrigeration
system mainly depends on temperature difference between the condenser and that medium where heat is to be rejected. More
temperature difference, more heat rejection so more cooling on account of same work to refriggstgin. But if the temperature
difference is less, less heat rejection will be there so less cooling by giving same amount of work which decreaséficibat@d
performance of the system][3

KEY -WORD- Coefficient of performance (C.O.P), Evaporatcooling, Percentage increment in C.O.P
INTRODUCTION -

Refrigeration system is used to provide cooling by the use of mainly four components Compressor, Condenser, expanaiah device
evaporator. These four components are operated with a refrigerantwdrichas heat carrier in this system. It extracts the heat from
evaporator in the form of latent heat and rejects that heat to atmosphere through the condenser [4]. Therefore heztpagitytion
depends on difference between refrigerant temperatwandenser and atmospheric temperature [5]. Quantity of heat rejection also
affects the quantity of heat absorption through evaporator. It is clear that more heat rejection will result more heababsorp

Atmospheric temperature varies according toEmrmental condition i.e. during the summer atmospheric temperature becomes
higher which decreases the temperature difference between refrigerant and atmosphere, results less heat rejectionsebitttelecrea
overall performance of refrigeration system[6].

In this paper, by experiment on Ice plant test we proved that lower the condenser temperature means higher the performance of
refrigeration system. Performance of refrigeration system can be improved by provide the evaporative cooling effectsar bgnden
spray of water on condenser which add the evaporative cooling effect on condenser. In last publication of December 2813 we ha
proved that by evaporative cooling on condenser the C.O.P is increased. by 39.04% which is great achievement. Same if uses
evapaative cooling effect on air conditioning unit that will reduce the size and operating cost of air conditioning unit
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B

Fig.1. Refrigeration Test Rig

Methodology
If T,, Totemperature of surrounding and temperature of evaporator in case of refrigeaataoefficient of
performance is given by

T2

(C.OP)ef, = ------------ (A)

Ti1 Ts
Equation (A) defines that C.O.P of refrigeration system depends and T,. It means C.O.P of refrigeration
system will be higher if Tis lower or & is higher. Since lower temperature of evaporator is desirable so we
should not increase the temperature of evaporatori.® other hand, we can not reduce the temperature of
surrounding i.e 1.
So evaporative cooling of condenser is best option ofceedhe temperature of water up to wet bulb
temperature of air.
For analyses the effect of evaporative cooling we have used following steps

Steps-

1) Fill the tank of ice plant with 18g of water and notedown the initial tperature of water and Watéter
reading .Then start the compressor for 50 minutes.

2) Note down the readinggmperatures after

compressor, after ondenser, after expansion, and after evaporatater temperature, suction pressure
andexhaust pressure artest rig utilized the 0.1Kwpower.
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3) After that spray lte water of temperature 4B on condenser and agai@ad the temperatures at previous

locationswhen test rigutilized the 0.1Kwh power.
4) Now repeat this procedure for spray water of temperatfr€ 28d 30 C.

Results-

Here Following abbreviations are used:

P; = Discharge Pressure
P, = Suction pressure

T, = Temperature after compress@r,

T,= Temperature after condenSe€r,

T3 = Temperature after expansion deViCe,
T4 = Temperature after evaporaf€t,

Ts = Water tempetare’C

A) Refrigeration effect with spray water temperature of 18 C

Before After 10 Minutes

P: 133 psi 133 psi

P, 2.2 psi 2.2 psi

T, 65 54

T 43 36

T3 6 3

T4 24 2

Ts 19 6

B) Refrigeration effect with spray water temperature of 28 C

Before After 10 Minutes

P: 133.3 psi 133.3 psi

P, 2.2 psi 2.2 psi

T 65 60

T2 40 34

E 15 4

Ta 16 3

Ts 18 7

C) Refrigeration effect with spray water temperature of 3¢’ C

Before After 10 Minutes
P1 133.3 psi 133.3 psi
P, 2.2 psi 2.2 psi
T 65 60
T 40 35
Ts 16 9
Ty 30 16
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[ Ts |23 | 15

TEMPERATURE VARIATION FOR DIFFERENT SPRAY WAT
25

20

15

10 \
5 —— —

0
18 Deg. Celsiut 23 Deg. Celsiut 30 Deg. Celsiut
—— T1(BeforejT1(Aftery——T2(BeforejT 2(After) T3(BeforeJT3(After)
— T4(Before)T4(After)—T5(BeforeJT5(After)
Fig2. Variation of temperature for different spray water temperature
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Abstractd Automobile crash safety is becoming one of the important criteria for customer vehicle selection. Toda:
pasive safety systems like seat belts, airbags restraints systems have become very popular for occupant protection di
collisions. Even the active safety systems like ABS, ESP, parking assist camera etc are becoming regular fitments
many vehicle modelsAlso many technologies are evolving for collision detection, warning & avoidance as well.
Different sensors, which comprise of RADAR, LIDAR / LASER or Camera, are used in forward collision warning (FCW
to avoid the accidents. In this project scope, ystgccarried out on sensing parameters for different types of sensors on
Indian road environment in context of collision avoidance systems to benefit the overall road safety imhmdia.
analyses of the parameters will support towards selection of basing configuration, to achieve optimal system
performance. Such a study would also provide insights into the functionality limitations of different types of sensin
systems.

Keywordsd Collision avoidance System, forward collision warning System, RadasoSdiDAR sensor, Camera
sensor, Azimutfi Elevation Field of View.

INTRODUCTION: When early automobiles were involved in accidents, there was very little or no protection available
for the vehicles occupants. However, over a period of time autorestyieeers designed safe vehicles to protect drivers
and passengers. Advances such as improved structural design, seat belts and air bags systems helped decrease the
of injuries and deaths in road accidents. Recently collision avoidance systems g@A8jolving to avoid vehicle
collisions or mitigate the severity of vehicle accidéiitese systems assist drivers in avoiding potential collisions [1]. In
order for aCAS to provide a positive and beneficial influence towards the reduction of potenaishles, it is critical that
the CAS system has the ability to correctly identify
The solution to this probl esensngdystemability toiestradtes detgction nangd, h e
relative speed, radiusf-curvature,etc. between the Host vehicle and all other appropriate targets (i.e.: roadside objec
pedestrians, vehicles, etc). Thepath target identification & discriminating them from out of path objédéml with
nuisance object) is technically very complex and challenging task in collision avoidance system [1].

The range, range rate, and angular information of other vehicles and/or objects around the host vehicle can be mea:
by sensors radar, lidsand/or cameras in real time.CAS process all the information in real time to keep track of the mo:t
current vehiclgo-vehicle kinematic conditions. When a potential collision threat is identified by the system, appropriate
warnings are issued to the drivto facilitate collision avoidance. If the driver fails to react in time to the warnings to
avoid the imminent collision, an overriding system can take over control to avoid or mitigate the collision in a
emergency situation. Therefore collision avoickrsystems can assist drivers in two ways, warning and/or overriding,
according to the dynamic situation. In such situati@msesof critical sensing parameters are: [2]

1 Azimuth field of viewThe required range for the field of view of sensor.
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Elevation Reld of View (FOV):By determining a suitable value for the elevation FOV parameter helps sensor to keep track o
objects which are within range and azimuth FOV and account for road tilt (5% grade), road variation, sensor misalignment, &
vehicle pitch.

Operating RangeSensor is required to detect/track stopped objects at a range that provides time for driver reaction.

Range RateNeeds to be large to avoid aliasing or dropping target tracks.

FORWARD COLLISION DETECTION SENSORS :

1.

45

RADAR SENSOR: RADAR which stands for Radio Detection and Ranging is a system that uses electromagnetic waves fc
detecting, locating, tracking and identifying moving and fixed objects at considerable distances. In this technologyntiee dist
from the object is calculated thugh the echoes that are sent back from the olifeatar transmitter transmits electragnetic

waves through a directional antenna in any given direction in a focused manner. A part of the transmitted energy i®pbsorbec
the atmosphere. Some of the ayetravels further through the atmosphere and a fraction of it is scattered backward by the target
and is received by the radar receiver. The amount of received power depends upon radar parameters like transmittedrpower, |
wavelength, horizontal andextical beam widths, scattering cross section of the target atmospheric characterigtichetc
Forward Collision Warning System, Doppler Effect based radar transmits and detects electromagnetic waves and the time ta
for detection after transmissidrelps to determine the distance from the lead vehicle or obstacle. Although the amount of signa
returned is tiny, radio signals can easily be detected and amplified [5]. Radar radio waves can be easily generataited any de
strength, detected at evenyt powers, and then amplified many times. Thus radar is suited to detecting objects at very large
ranges where other reflections, like sound or visible light, would be too weak to detect. The determination of the fasition o
object is done through thEime-of-flight and angle measurement. In process of Fafilight measurements, electromagnetic
energy is sent toward objects and the returning echoes are observed. The measured time difference and the speed of the
allow calculating the distancetohe obj ect . The Speed measurement i s made t
Effect is change of wavelength due to the changing gap between waves. In the automobile industry there are two kinds
RADAR: short range and long range RADAR.oBtrange RADAR (24 GHz) reaches approximately a range e20.2, while

long range RADAR (7&7 GHz) reaches a distance betwee20@ m. The characteristics from RADAR change a lot depending
on short range or long range [6].

LIDAR SENSOR: LIDAR (Light Detection and Ranging; or Laser Imaging Detection and Ranging) is a technology that
determines distance to an object or surface using laser pulses. As in the similar radar technology, which uses radeadiave ins
of light, determination of the range to abject is done by measuring the time delay between transmission of a pulse and
detection of the reflected signal. The main difference between lidar and radar is that much shorter wavelengths of t
electromagnetic spectrum are used, usually in the ultedyigsible, or near infrared. Lidars provide range, range rate, azimuth
and elevation measurements. Laser based ranging is -aftfight measurement of a light beam from a light source to a target
and back. In these systems, the laser scanner dexdioepasses a transmitter and receiver. When the beam hits an object, part of
the incident beam energy is reflected, indicated by the red arrows representing a hemispherical radiation patterneflge receiv
located near the laser; it is an optical systhat captures the energy radiated back from the target object. The received signal is
further processed to compute the distance from the Lidar to the object. In the path from the transmitter to the targle¢ object
beam is spreading with a small angléisTspreading causes a decrease in intensity as the distance increases and is referred to
geometric loss. The medium through which the light travels might absorb or scatter the light which introduces a path loss tl
increases with the distance to theget[6].

Figure 1 : Operating principle of Lidar
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